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COURSE OBJECTIVES:
1. Emphasize on the study of principles of communication theory.
2. Focus on the fundamentals of communication system.
3. Introduce the techniques of transmitting and receiving information signals using analog carrier modulation techniques (AM, FM, PM) and evaluate their performance levels (SNR) in the presence of channel noise.
4. Introduce the techniques of analog pulse modulation.
5. Establish foundation for understanding the relationship among various technical factors useful in the design & operation of a communication system.

UNIT I
AMPLITUDE MODULATION: Introduction to communication system, Need for modulation, Frequency Division Multiplexing, Amplitude Modulation: Definition, Time domain and frequency domain description, single tone modulation, power relations in AM waves, Generation of AM waves: square law Modulator, Switching modulator, Detection of AM Waves: Square law detector, Envelope detector.

DSB-SC MODULATION: Double side band suppressed carrier modulation, time domain and frequency domain description, Generation of DSBSC Waves: Balanced Modulators, Ring Modulator, Detection of DSBSC waves: Coherent detection, COSTAS Loop.
Radio Transmitters- Classification of Transmitters, AM Transmitter Block diagram and explanation of each block.

UNIT II

VESTIGIAL SIDE BAND MODULATION: Frequency description, Generation of VSB Modulated wave, Time domain description, Envelope detection of a VSB Wave plus Carrier, Comparison of AM Techniques, Applications of different AM Systems.

UNIT III

UNIT IV
NOISE: Noise in communication System, White Noise, Narrowband Noise –In phase and Quadrature phase components. Noise Bandwidth, Noise Figure, Noise Temperature, Noise...

**UNIT V**

**RECEIVERS:** Radio Receiver, Receiver Types: Tuned radio frequency receiver, Superheterodyne receiver- RF section, Frequency mixers, tracking, Intermediate frequency, AGC. Receiver Parameters & Characteristics, FM Receiver and its comparison with AM Receiver.

**PULSE MODULATION:** Types of Pulse modulation, PAM: Generation (Single polarity, double polarity) and Demodulation. PWM: Generation & demodulation of PWM, PPM, Generation and demodulation of PPM.

**TEXT BOOKS:**

**REFERENCE BOOKS:**

**COURSE OUTCOMES:**
Upon completion of the subject, students will be able:
1. Conceptually understand the baseband signal and system.
2. Identify various elements, processes and parameters in telecommunication systems and describe their functions, effects and inter relationship.
3. Design procedure of AM transmission and reception, analyze, measure and evaluate the performance of the telecommunication system against given criteria. Understand basic knowledge of FM transmission and reception design typical telecommunication systems that consists of basic and essential building blocks.
UNIT-I

Introduction to Communication System

Communication is the process by which information is exchanged between individuals through a medium.

Communication can also be defined as the transfer of information from one point in space and time to another point.

The basic block diagram of a communication system is as shown in Fig.1.

![Fig.1 Block Diagram of a Communication System](image)

- **Transmitter**: Couples the message into the channel using high frequency signals.
- **Channel**: The medium used for transmission of signals
- **Modulation**: It is the process of shifting the frequency spectrum of a signal to a frequency range in which more efficient transmission can be achieved.
- **Receiver**: Restores the signal to its original form.
- **Demodulation**: It is the process of shifting the frequency spectrum back to the original baseband frequency range and reconstructing the original form.

**Modulation:**

Modulation is a process that causes a shift in the range of frequencies in a signal.

- Signals that occupy the same range of frequencies can be separated.
- Modulation helps in noise immunity, attenuation - depends on the physical medium. The below figure shows the different kinds of analog modulation schemes that are available.

![Modulation Diagram]

Modulation is operation performed at the transmitter to achieve efficient and reliable information transmission.

For analog modulation, it is frequency translation method caused by changing the appropriate quantity in a carrier signal.

It involves two waveforms:
- A modulating signal/baseband signal – represents the message.
- A carrier signal – depends on type of modulation.

Once this information is received, the low frequency information must be removed from the high frequency carrier. This process is known as “Demodulation”.

**Need for Modulation:**
- Baseband signals are incompatible for direct transmission over the medium so, modulation is used to convey (baseband) signals from one place to another.
- Allows frequency translation:
  - Frequency Multiplexing
  - Reduce the antenna height
  - Avoids mixing of signals
  - Narrowbanding
- Efficient transmission
- Reduced noise and interference
Types of Modulation:
Three main types of modulations:

Analog Modulation
- **Amplitude modulation**
  Example: Double sideband with carrier (DSB-WC), Double- sideband suppressed carrier (DSB-SC), Single sideband suppressed carrier (SSB-SC), vestigial sideband (VSB)

- **Angle modulation (Frequency modulation & Phase modulation)**
  Example: Narrow band frequency modulation (NBFM), Wideband frequency modulation (WBFM), Narrowband phase modulation (NBPM), Wideband phase modulation (NBPM)

Pulse Modulation
- Carrier is a train of pulses
- Example: Pulse Amplitude Modulation (PAM), Pulse width modulation (PWM), Pulse Position Modulation (PPM)

Digital Modulation
- Modulating signal is analog
- Modulating signal is digital (binary modulation)
  - Example: Amplitude shift keying (ASK), frequency Shift Keying\(\lambda\) (FSK), Phase Shift Keying (PSK) etc

Frequency Division Multiplexing

Multiplexing is the name given to techniques, which allow more than one message to be transferred via the same communication channel. The channel in this context could be a transmission line, e.g. a twisted pair or co-axial cable, a radio system or a fiber optic system etc.

FDM is derived from AM techniques in which the signals occupy the same physical 'line' but in different frequency bands. Each signal occupies its own specific band of frequencies all the time, *i.e.* the messages share the channel **bandwidth**.
FDM – messages occupy **narrow** bandwidth – all the time.

Multiplexing requires that the signals be kept apart so that they do not interfere with each other, and thus they can be separated at the receiving end. This is accomplished by separating the signal either in frequency or time. The technique of separating the signals in frequency is referred to as frequency division multiplexing (FDM), whereas the technique of separating the signals in time is called time-division multiplexing (TDM).

Fig. 2 shows the block diagram of FDM System. As shown in the figure, input message signals, assumed to be of the low-pass type are passed through input low-pass filters. This filtering action removes high-frequency components that do not contribute significantly to signal representation but may disturb other message signals that share the common channel.

The filtered message signals are then modulated with necessary carrier frequencies with the help of modulators. The most commonly used method of modulation in FDM is single sideband modulation, which requires a bandwidth that is approximately equal to that of original message signal. The band pass filters following the modulators are used to restrict the band of each modulated wave to its prescribed range. The outputs of BPF are combined in parallel which form the input to the common channel.

At the receiving end, BPF connected to the common channel separate the message signals on the frequency occupancy basis. Finally, the original message signals are recovered by individual demodulators.

Fig. 2. Frequency Division Multiplexing
Amplitude Modulation (AM)

Amplitude Modulation is the process of changing the amplitude of a relatively high frequency carrier signal in accordance with the amplitude of the modulating signal (Information).

The carrier amplitude varied linearly by the modulating signal which usually consists of a range of audio frequencies. The frequency of the carrier is not affected.

Application of AM –
- Radio broadcasting,
- TV pictures (video),
- Facsimile transmission
- Frequency range for AM - 535 kHz – 1600 kHz
- Bandwidth - 10 kHz

Various forms of Amplitude Modulation
- Conventional Amplitude Modulation (Alternatively known as Full AM or Double Sideband Large carrier modulation (DSBLC) /Double Sideband Full Carrier (DSBFC)
- Double Sideband Suppressed carrier (DSBSC) modulation
- Single Sideband (SSB) modulation
- Vestigial Sideband (VSB) modulation

Time Domain and Frequency Domain Description

It is the process where, the amplitude of the carrier is varied proportional to that of the message signal.

Let m (t) be the base-band signal, m (t) ←→ M (ω) and c (t) be the carrier, c(t) = A_c \cos(ω_c t). fc is chosen such that fc >> W, where W is the maximum frequency component of m(t). The amplitude modulated signal is given by

\[ s(t) = A_c[1 + k_a m(t)] \cos(2\pi f_c t) \]

Fourier Transform on both sides of the above equation

\[ S(\omega) = \pi A_c/2 (\delta(\omega - \omega_c) + \delta(\omega + \omega_c)) + \frac{k_a A_c}{2} (M(\omega - \omega_c) + M(\omega + \omega_c)) \]

k_a is a constant called amplitude sensitivity.
k_a m(t) < 1 and it indicates percentage modulation.

Fig. 3. Amplitude modulation in time and frequency domain

**Single Tone Modulation:**

Consider a modulating wave \( m(t) \) that consists of a single tone or single frequency component given by

\[
m(t) = A_m \cos(2\pi f_m t)
\]

(1)

where \( A_m \) is the peak amplitude of the sinusoidal modulating wave

\( f_m \) is the frequency of the sinusoidal modulating wave

Let \( A_c \) be the peak amplitude and \( f_c \) be the frequency of the carrier signal. Then the corresponding single tone AM wave is given by

\[
s(t) = A_c \left[ 1 + m \cos(2\pi f_m t) \right] \cos(2\pi f_c t)
\]

(2)

\( m \) is the modulation index

Let \( A_{\text{max}} \) and \( A_{\text{min}} \) denote the maximum and minimum values of the envelope of the modulated wave. Then from the above equation we get

\[
\frac{A_{\text{max}}}{A_{\text{min}}} = \frac{A_c (1 + m)}{A_c (1 - m)}
\]

\[
m = \frac{A_{\text{max}} - A_{\text{min}}}{A_{\text{max}} + A_{\text{min}}}
\]

Expanding the equation (2), we get

\[
s(t) = A_c \cos(2\pi f_c t) + \frac{1}{2} m A_c \cos[2\pi (f_c + f_m) t] + \frac{1}{2} m A_c \cos[2\pi (f_c - f_m) t]
\]
The Fourier transform of $s(t)$ is obtained as follows

$$S(f) = \frac{1}{2} A_c [\delta(f - f_c) + \delta(f + f_c)] + \frac{1}{4} m A_c [\delta(f - f_c - f_m) + \delta(f + f_c + f_m)]$$

$$+ \frac{1}{4} m A_c [\delta(f - f_c + f_m) + \delta(f + f_c - f_m)]$$

Thus the spectrum of an AM wave, for the special case of sinusoidal modulation consists of delta functions at $\pm f_c, f_c \pm f_m and -f_c \pm f_m$. The spectrum for positive frequencies is as shown in the figure.

![Fig.4. Frequency Domain characteristics of single tone AM](image)

**Power relations in AM waves:**

Consider the expression for single tone/sinusoidal AM wave

$$s(t) = A_c \cos(2\pi f_c t) + \frac{1}{2} m A_c \cos[2\pi (f_c + f_m) t] + \frac{1}{2} m A_c \cos[2\pi (f_c - f_m) t]$$

(1)

This expression contains three components. They are carrier component, upper side band and lower side band. Therefore Average power of the AM wave is the sum of these three components.

Therefore the total power in the amplitude modulated wave is given by

$$P_t = \frac{V_{car}^2}{R} + \frac{V_{LSB}^2}{R} + \frac{V_{USB}^2}{R}$$

(2)

Where all the voltages are rms values and $R$ is the resistance, in which the power is dissipated.

$$P_c = \frac{V_{car}^2}{R} = \frac{\left(\frac{A_c}{\sqrt{2}}\right)^2}{R} = \frac{A_c^2}{2R}$$

$$P_{LSB} = \frac{V_{LSB}^2}{R} = \left[\frac{m A_c}{2\sqrt{2}}\right]^2 \frac{1}{R} = \frac{m^2 A_c^2}{8R} = \frac{m^2}{4} P_c$$
\[ P_{USB} = \frac{V_{USB}^2}{R} = \left[ \frac{mA_c}{2\sqrt{2}} \right]^2 \frac{1}{R} = \frac{m^2A_c^2}{8R} = \frac{m^2}{4}P_c \]

Therefore total average power is given by
\[
P_t = P_c + P_{LSB} + P_{USB}
\]
\[
P_t = P_c + \frac{m^2}{4}P_c + \frac{m^2}{4}P_c
\]
\[
P_t = P_c \left( 1 + \frac{m^2}{4} + \frac{m^2}{4} \right)
\]
\[
P_t = P_c \left( 1 + \frac{m^2}{2} \right) \quad \text{--------- (3)}
\]

The ratio of total side band power to the total power in the modulated wave is given by
\[
\frac{P_{SB}}{P_t} = \frac{P_c \left( \frac{m^2}{2} \right)}{P_c \left( 1 + \frac{m^2}{2} \right)}
\]
\[
\frac{P_{SB}}{P_t} = \frac{m^2}{2+m^2} \quad \text{--------- (4)}
\]

This ratio is called the efficiency of AM system

**Generation of AM waves:**

Two basic amplitude modulation principles are discussed. They are square law modulation and switching modulator.

**Square Law Modulator**

When the output of a device is not directly proportional to input throughout the operation, the device is said to be non-linear. The Input-Output relation of a non-linear device can be expressed as
\[
V_o = a_0 + a_1 V_{in} + a_2 V_{in}^2 + a_3 V_{in}^3 + a_4 V_{in}^4 + \cdots \quad \text{..........}
\]

When the input is very small, the higher power terms can be neglected. Hence the output is approximately given by
\[
V_o = a_0 + a_1 V_{in} + a_2 V_{in}^2
\]

When the output is considered up to square of the input, the device is called a square law device and the square law modulator is as shown in the figure 5.
Consider a non-linear device to which a carrier \( c(t) = A_c \cos(2\pi f_c t) \) and an information signal \( m(t) \) are fed simultaneously as shown in figure 4. The total input to the device at any instant is

\[
V_{in} = c(t) + m(t)
\]

\[
V_{in} = A_c \cos(2\pi f_c t) + m(t)
\]

As the level of the input is very small, the output can be considered up to square of the input, i.e.,

\[
V_0 = a_0 + a_1 V_{in} + a_2 V_{in}^2
\]

\[
V_0 = a_0 + a_1 A_c \cos(2\pi f_c t) + a_1 m(t) + a_2 A_c^2 \left[ 1 + \cos(4\pi f_c t) + a_2 [m(t)]^2 \right]
\]

\[
V_0 = a_0 + a_1 A_c \cos(2\pi f_c t) + a_1 m(t) + \frac{a_2 A_c^2}{2} [\cos(4\pi f_c t) + a_2 [m(t)]^2]
\]

\[
V_0 = a_0 + a_1 A_c \cos(2\pi f_c t) + a_1 m(t) + \frac{a_2 A_c^2}{2} [\cos(4\pi f_c t) + a_2 [m(t)]^2]
\]

\[
V_0 = a_0 + a_1 A_c \cos(2\pi f_c t) + a_1 m(t) + \frac{a_2 A_c^2}{2} [\cos(4\pi f_c t) + a_2 [m(t)]^2]
\]

\[
V_0 = a_0 + a_1 A_c \cos(2\pi f_c t) + a_1 m(t) + \frac{a_2 A_c^2}{2} [\cos(4\pi f_c t) + a_2 [m(t)]^2]
\]

Taking Fourier Transform on both sides, we get

\[
V_0(f) = \left( a_0 + \frac{a_2 A_c^2}{2} \right) \delta(f) + \frac{a_1 A_c}{2} [\delta(f - f_c) + \delta(f + f_c)] + a_1 M(f)
\]

\[
+ \frac{a_2 A_c^2}{4} [\delta(f - 2f_c) + \delta(f + 2f_c)] + a_2 M(f)
\]

\[
+ a_2 A_c [M(f - f_c) + M(f + f_c)]
\]
Therefore the square law device output 0 V consists of the dc component at f = 0. The information signal ranging from 0 to W Hz and its second harmonics are signal at $f_c$ and $2f_c$.

Frequency band centered at $f_c$ with a deviation of $\pm W$ Hz. The required AM signal with a carrier frequency $f_c$ can be separated using a BPF at the output of the square law device. The filter should have a lower cut off frequency ranging between $2W$ and $(f_c - W)$ and upper cut-off frequency between $(f_c + W)$ and $2f_c$.

Therefore the filter output is

$$s(t) = a_1A_c \cos(2\pi f_c t) + 2a_2A_cm(t) \cos(2\pi f_c t)$$

$$s(t) = a_1A_c \left[1 + \frac{a_2}{a_1}m(t)\right] \cos(2\pi f_c t)$$

If $m(t) = A_m \cos(2\pi f_m t)$, we get

$$s(t) = a_1A_c \left[1 + \frac{a_2}{a_1}A_m \cos(2\pi f_m t)\right] \cos(2\pi f_c t)$$

Comparing this equation with the standard representation of AM Signal,

$$s(t) = A_c \left[1 + km(t)\right] \cos(2\pi f_c t)$$

Therefore modulation index of the output signal is given by

$$m = 2 \frac{a_2}{a_1} A_m$$

The output signal is free from distortion and attenuation only when $(f_c - W) > 2W$ or $f_c > 3W$

Spectrum is as shown below
Switching Modulator

Consider a semiconductor diode used as an ideal switch to which the carrier signal

\[ c(t) = A_c \cos(2\pi f_c t) \]

and information signal \( m(t) \) are applied simultaneously as shown in the Fig.6

![Switching Modulator Diagram](image)

The total input for the diode at any instant is given by

\[ v_1 = c(t) + m(t) \]
\[ v_1 = A_c \cos(2\pi f_c t) + m(t) \]

When the peak amplitude of \( c(t) \) is maintained more than that of information signal, the operation is assumed to be dependent on only \( c(t) \) irrespective of \( m(t) \).

When \( c(t) \) is positive, \( v_2 = v_1 \) since the diode is forward biased. Similarly, when \( c(t) \) is negative, \( v_2 = 0 \) since diode is reverse biased. Based upon above operation, switching response of the diode is periodic rectangular wave with an amplitude unity and is given by

\[
p(t) = \frac{1}{2} + \frac{1}{\pi} \sum_{n=-\infty}^{\infty} \frac{(-1)^{n-1}}{2n-1} \cos(2\pi f_c t(2n - 1))
\]

\[
p(t) = \frac{1}{2} + \frac{2}{\pi} \cos(2\pi f_c t) - \frac{2}{3\pi} \cos(6\pi f_c t) + \ldots ...
\]

Therefore the diode response \( V_2 \) is a product of switching response \( p(t) \) and input \( v_1 \).

\[ v_2 = v_1 * p(t) \]

\[ V_2 = [A_c \cos(2\pi f_c t) + m(t)]\left[\frac{1}{2} + \frac{2}{\pi} \cos(2\pi f_c t) - \frac{2}{3\pi} \cos(6\pi f_c t) + \ldots \right] \]

Applying the Fourier Transform we get
\[ V_2(f) = \left( \frac{A_c}{\pi} \right) \delta(f) + \frac{A_c}{4} \left[ \delta(f - f_c) + \delta(f + f_c) \right] + \frac{M(f)}{2} \\
+ \frac{A_c}{2\pi} \left[ \delta(f - 2f_c) + \delta(f + 2f_c) \right] + \frac{1}{\pi} \left[ M(f - f_c + M(f + f_c)) \right] \\
- \frac{A_c}{6\pi} \left[ \delta(f - 4f_c) + \delta(f + 4f_c) \right] - \frac{A_c}{3\pi} \left[ \delta(f - 2f_c) + \delta(f + 2f_c) \right] \\
- \frac{1}{3\pi} \left[ M(f - 3f_c + M(f + 3f_c)) \right] \]

The diode output \( v_2 \) consists of a dc component at \( f = 0 \), information signal ranging from 0 to \( w \) Hz and infinite number of frequency bands centered at \( f_c, 2f_c, 3f_c, 4f_c \ldots \ldots \ldots \)

The required AM signal centred at \( f_c \) can be separated using band pass filter. The lower cut off-frequency for the band pass filter should be between \( w \) and \( f_c - w \) and the upper cut-off frequency between \( f_c + w \) and \( 2f_c \). The filter output is given by the equation

\[ s(t) = \frac{A_c}{2} \left[ 1 + \frac{4m(t)}{\pi A_c} \right] \cos 2\pi f_c t \]

For a single tone information, let \( m(t) = A_m \cos(2\pi f_m t) \)

\[ s(t) = \frac{A_c}{2} \left[ 1 + \frac{4A_m}{\pi A_c} \cos 2\pi f_m t \right] \cos 2\pi f_c t \]

Therefore modulation index,

\[ m = \frac{4A_m}{\pi A_c} \]

The output AM signal is free from distortions and attenuations only when

\[ f_c - w > w \ text{ or } f_c > 2w \]

**Detection of AM waves**

Demodulation is the process of recovering the information signal (base band) from the incoming modulated signal at the receiver. There are two methods, they are Square law Detector and Envelope Detector

**Square Law Detector**

Consider a non-linear device to which the AM signal \( s(t) \) is applied. When the level of \( s(t) \) is very small, output can be considered up to square of the input.
Therefore

\[ V_O = a_0 + a_1 V_m + a_2 V_{in}^2 \]

If \( m(t) \) is the information signal (0-wHz) and \( c(t) = A_c \cos(2\pi f_c t) \) is the carrier, input AM signal to the non-linear device is given by

\[ s(t) = A_c [1 + k_a m(t)] \cos(2\pi f_c t) \]

\[ V_O = a_0 + a_1 s(t) + a_2 [s(t)]^2 \]

\[ V_O = a_0 + a_1 A_c \cos(2\pi f_c t) + a_1 A_c k_a m(t) \cos(2\pi f_c t) \]

\[ + a_2 [A_c \cos(2\pi f_c t) + A_c k_a m(t) \cos(2\pi f_c t)]^2 \]

Applying Fourier Transform on both sides, we get

\[
V_o(f) = \left[a_o + \frac{a_1 A_c^2}{2} \delta(f) + \frac{a_1 A_c}{2} \left[\delta(f-f_c) + \delta(f+f_c)\right] \right] \\
+ \frac{a_1 A_c K_a}{2} \left[M(f-f_c) + M(f+f_c)\right] + \frac{a_2 A_c^2 K_a^2}{4} \left[M(f-2f_c) + M(f+2f_c)\right] \\
+ \frac{a_2 A_c^2 K_a^2}{2} \left[M(f)\right] + \frac{a_2 A_c^2 K_a^2}{2} \left[M(f-2f_c) + M(f+2f_c)\right] \\
+ \frac{a_2 A_c^2 K_a^2}{4} \left[\delta(f-2f_c) + \delta(f+2f_c)\right] + a_2 A_c K_a [M(f)]
\]

The device output consists of a dc component at \( f=0 \), information signal ranging from 0-W Hz and its second harmonics and frequency bands centered at \( f_c \) and \( 2f_c \). The required information can be separated using a low pass filter with cut off frequency ranging between \( W \) and \( f_c - W \). The filter output is given by

\[ m'(t) = \left(a_o + \frac{a_2 A_c^2}{2}\right) + a_2 A_c^2 K_a m(t) + \frac{a_2 A_c^2 K_a^2 m(t)}{2} \]

DC component + message signal + second harmonic
The dc component (first term) can be eliminated using a coupling capacitor or a transformer. The effect of second harmonics of information signal can be reduced by maintaining its level very low. When \( m(t) \) is very low, the filter output is given by

\[
m'(t) = a_2 A_c^2 k_a m(t)
\]

When the information level is very low, the noise effect increases at the receiver, hence the system clarity is very low using square law demodulator.

**Envelope Detector**

It is a simple and highly effective system. This method is used in most of the commercial AM radio receivers. An envelope detector is as shown below.

![Fig.8. Envelope Detector](image)

During the positive half cycles of the input signals, the diode D is forward biased and the capacitor C charges up rapidly to the peak of the input signal. When the input signal falls below this value, the diode becomes reverse biased and the capacitor C discharges through the load resistor RL.

The discharge process continues until the next positive half cycle. When the input signal becomes greater than the voltage across the capacitor, the diode conducts again and the process is repeated.

The charge time constant \((r_f + R_s)C\) must be short compared with the carrier period, the capacitor charges rapidly and thereby follows the applied voltage up to the positive peak when the diode is conducting. That is the charging time constant shall satisfy the condition,

\[
(r_f + R_s)C \ll \frac{1}{f_c}
\]
On the other hand, the discharging time-constant $R_L C$ must be long enough to ensure that the capacitor discharges slowly through load resistor $R_L$ between positive peaks of the carrier wave, but not so long that the capacitor voltage will not discharge at the maximum rate of change of the modulation wave.

That is the discharge time constant shall satisfy the condition,

$$\frac{1}{f_c} \ll R_L C \ll \frac{1}{W}$$

Where ‘W’ is bandwidth of the message signal. The result is that the capacitor voltage or detector output is nearly the same as the envelope of AM wave.

Advantages and Disadvantages of AM: Advantages of AM:

- Generation and demodulation of AM wave are easy.
- AM systems are cost effective and easy to build.

Disadvantages:

- AM contains unwanted carrier component, hence it requires more transmission power.
- The transmission bandwidth is equal to twice the message bandwidth.

To overcome these limitations, the conventional AM system is modified at the cost of increased system complexity. Therefore, three types of modified AM systems are discussed.

DSBSC (Double Side Band Suppressed Carrier) modulation: In DSBSC modulation, the modulated wave consists of only the upper and lower side bands. Transmitted power is saved through the suppression of the carrier wave, but the channel bandwidth requirement is the same as before.

SSBSC (Single Side Band Suppressed Carrier) modulation: The SSBSC modulated wave consists of only the upper side band or lower side band. SSBSC is suited for transmission of voice signals. It is an optimum form of modulation in that it requires the minimum transmission power and minimum channel band width. Disadvantage is increased cost and complexity.

VSB (Vestigial Side Band) modulation: In VSB, one side band is completely passed and just a trace or vestige of the other side band is retained. The required channel bandwidth is therefore in excess of the message bandwidth by an amount equal to the width of the vestigial side band. This method is suitable for the transmission of wide band signals.
DSB-SC MODULATION

DSB-SC Time domain and Frequency domain Description:

DSBSC modulators make use of the multiplying action in which the modulating signal multiplies the carrier wave. In this system, the carrier component is eliminated and both upper and lower side bands are transmitted. As the carrier component is suppressed, the power required for transmission is less than that of AM.

If \( m(t) \) is the message signal and \( c(t) = A_c \cos(2\pi f_c t) \) is the carrier signal, then DSBSC modulated wave \( s(t) \) is given by

\[
s(t) = c(t)m(t)
\]

\[
s(t) = A_c \cos(2\pi f_c t) m(t)
\]

Consequently, the modulated signal \( s(t) \) undergoes a phase reversal, whenever the message signal \( m(t) \) crosses zero as shown below.

Fig.1. (a) DSB-SC waveform (b) DSB-SC Frequency Spectrum

The envelope of a DSBSC modulated signal is therefore different from the message signal and the Fourier transform of \( s(t) \) is given by

\[
S(f) = \frac{A_c}{2} [M(f - f_c) + M(f + f_c)]
\]
For the case when base band signal $m(t)$ is limited to the interval $-W < f < W$ as shown in the figure below, we find that the spectrum $S(f)$ of the DSBSC wave $s(t)$ is as illustrated below. Except for a change in scaling factor, the modulation process simply translates the spectrum of the base band signal by $f_c$. The transmission bandwidth required by DSBSC modulation is the same as that for AM.

**Fig.2. Message and the corresponding DSBSC spectrum**

**Generation of DSBSC Waves:**
**Balanced Modulator (Product Modulator)**

A balanced modulator consists of two standard amplitude modulators arranged in a balanced configuration so as to suppress the carrier wave as shown in the following block diagram. It is assumed that the AM modulators are identical, except for the sign reversal of the modulating wave applied to the input of one of them. Thus, the output of the two modulators may be expressed as,

$$s_1(t) = A_c[1 + k_a m(t)] \cos(2\pi f_c t)$$

$$s_2(t) = A_c[1 - k_a m(t)] \cos(2\pi f_c t)$$

**Fig.3. Balanced Modulator**
Subtracting $s_2(t)$ from $s_1(t)$

$$s(t) = s_1(t) - s_2(t)$$

$$s(t) = 2k_am(t)A_c\cos(2\pi f_c t)$$

Hence, except for the scaling factor $2ka$, the balanced modulator output is equal to the product of the modulating wave and the carrier.

**Ring Modulator**

Ring modulator is the most widely used product modulator for generating DSBSC wave and is shown below.

![Ring Modulator Diagram](image)

Fig.4. Ring Modulator

The four diodes form a ring in which they all point in the same direction. The diodes are controlled by square wave carrier $c(t)$ of frequency $f_c$, which is applied longitudinally by means of two center-tapped transformers. Assuming the diodes are ideal, when the carrier is positive, the outer diodes D1 and D2 are forward biased where as the inner diodes D3 and D4 are reverse biased, so that the modulator multiplies the base band signal $m(t)$ by $c(t)$. When the carrier is negative, the diodes D1 and D2 are reverse biased and D3 and D4 are forward, and the modulator multiplies the base band signal $-m(t)$ by $c(t)$.

Thus the ring modulator in its ideal form is a product modulator for square wave carrier and the base band signal $m(t)$. The square wave carrier can be expanded using Fourier series as

$$c(t) = \frac{4}{\pi} \sum_{n=1}^{\infty} \frac{(-1)^{n-1}}{2n-1} \cos(2\pi f_c t(2n - 1))$$

Therefore the ring modulator output is given by
\[ s(t) = c(t)m(t) \]
\[ s(t) = m(t)\left[ \frac{4}{\pi} \sum_{n=1}^{\infty} \frac{(-1)^{n-1}}{2n-1} \cos(2\pi f_c t(2n - 1)) \right] \]

From the above equation it is clear that output from the modulator consists entirely of modulation products. If the message signal \( m(t) \) is band limited to the frequency band \(-w < f < w\), the output spectrum consists of side bands centred at \( f_c \).

**Detection of DSB-SC waves:**

**Coherent Detection:**

The message signal \( m(t) \) can be uniquely recovered from a DSBSC wave \( s(t) \) by first multiplying \( s(t) \) with a locally generated sinusoidal wave and then low pass filtering the product as shown.

![Coherent Detector](Fig.5)

It is assumed that the local oscillator signal is exactly coherent or synchronized, in both frequency and phase, with the carrier wave \( c(t) \) used in the product modulator to generate \( s(t) \). This method of demodulation is known as coherent detection or synchronous detection.

Let \( A'_c \cos(2\pi f_c t + \phi) \) be the local oscillator signal, and \( s(t) = A_c \cos(2\pi f_c t) m(t) \) be the DSBSC wave. Then the product modulator output \( v(t) \) is given by

\[ v(t) = A_c A'_c \cos(2\pi f_c t + \phi) m(t) \]
\[ v(t) = \frac{A_c A'_c}{4} \cos(4\pi f_c t + \phi) m(t) + \frac{A_c A'_c}{2} \cos(\phi) m(t) \]

The first term in the above expression represents a DSBSC modulated signal with a carrier frequency \( 2f_c \), and the second term represents the scaled version of message signal. Assuming that the message signal is band limited to the interval \(-w < f < w\), the spectrum of \( v(t) \) is plotted as shown below.
Fig. 6. Spectrum of output of the product modulator

From the spectrum, it is clear that the unwanted component (first term in the expression) can be removed by the low-pass filter, provided that the cut-off frequency of the filter is greater than $W$ but less than $2f_c - W$. The filter output is given by

$$v_o(t) = \frac{A_c A'_c}{2} \cos(\phi) m(t)$$

The demodulated signal $v_o(t)$ is therefore proportional to $m(t)$ when the phase error $\phi$ is constant.

**Costas Receiver (Costas Loop):**

Costas receiver is a synchronous receiver system, suitable for demodulating DSBSC waves. It consists of two coherent detectors supplied with the same input signal, that is the incoming DSBSC wave $s(t) = A_c \cos(2\pi f_c t) m(t)$ but with individual local oscillator signals that are in phase quadrature with respect to each other as shown in Fig. 7.
The frequency of the local oscillator is adjusted to be the same as the carrier frequency $f_c$. The detector in the upper path is referred to as the in-phase coherent detector or I-channel, and that in the lower path is referred to as the quadrature-phase coherent detector or Q-channel.

These two detectors are coupled together to form a negative feedback system designed in such a way as to maintain the local oscillator synchronous with the carrier wave. Suppose the local oscillator signal is of the same phase as the carrier $c(t) = A_c \cos(2\pi f_c t)$ wave used to generate the incoming DSBSC wave. Then we find that the I-channel output contains the desired demodulated signal $m(t)$, whereas the Q-channel output is zero due to quadrature null effect of the Q-channel. Suppose that the local oscillator phase drifts from its proper value by a small angle $\phi$ radians. The I-channel output will remain essentially unchanged, but there will be some signal appearing at the Q-channel output, which is proportional to $\sin(\phi) \approx \phi$ for small $\phi$.

This Q-channel output will have same polarity as the I-channel output for one direction of local oscillator phase drift and opposite polarity for the opposite direction of local oscillator phase drift. Thus by combining the I-channel and Q-channel outputs in a phase discriminator (which consists of a multiplier followed by a LPF), a dc control signal is obtained that automatically corrects for the local phase errors in the VCO.

**Radio Transmitters**

There are two approaches in generating an AM signal. These are known as low and high level modulation. They're easy to identify: A low level AM transmitter performs the process of modulation near the beginning of the transmitter. A high level transmitter performs the modulation step last, at the last or "final" amplifier stage in the transmitter. Each method has advantages and disadvantages, and both are in common use.
Low-Level AM Transmitter:

There are two signal paths in the transmitter, audio frequency (AF) and radio frequency (RF). The RF signal is created in the RF carrier oscillator. At test point A the oscillator's output signal is present. The output of the carrier oscillator is a fairly small AC voltage, perhaps 200 to 400 mV RMS. The oscillator is a critical stage in any transmitter. It must produce an accurate and steady frequency. Every radio station is assigned a different carrier frequency. The dial (or display) of a receiver displays the carrier frequency. If the oscillator drifts off frequency, the receiver will be unable to receive the transmitted signal without being readjusted. Worse yet, if the oscillator drifts onto the frequency being used by another radio station, interference will occur. Two circuit techniques are commonly used to stabilize the oscillator, buffering and voltage regulation.

The buffer amplifier has something to do with buffering or protecting the oscillator. An oscillator is a little like an engine (with the speed of the engine being similar to the oscillator's frequency). If the load on the engine is increased (the engine is asked to do more work), the engine will respond by slowing down. An oscillator acts in a very similar fashion. If the current drawn from the oscillator's output is increased or decreased, the oscillator may speed up or slow down slightly.

**Buffer amplifier** is a relatively low-gain amplifier that follows the oscillator. It has a constant input impedance (resistance). Therefore, it always draws the same amount of current from the oscillator. This helps to prevent "pulling" of the oscillator frequency. The buffer amplifier is needed because of what's happening "downstream" of the oscillator. Right after this stage is the modulator. Because the modulator is a nonlinear amplifier, it may not have a constant input resistance -- especially when
information is passing into it. But since there is a buffer amplifier between the oscillator and modulator, the oscillator sees a steady load resistance, regardless of what the modulator stage is doing.

**Voltage Regulation:** An oscillator can also be pulled off frequency if its power supply voltage isn't held constant. In most transmitters, the supply voltage to the oscillator is regulated at a constant value. The regulated voltage value is often between 5 and 9 volts; zener diodes and three-terminal regulator ICs are commonly used voltage regulators. Voltage regulation is especially important when a transmitter is being powered by batteries or an automobile's electrical system. As a battery discharges, its terminal voltage falls. The DC supply voltage in a car can be anywhere between 12 and 16 volts, depending on engine RPM and other electrical load conditions within the vehicle.

**Modulator:** The stabilized RF carrier signal feeds one input of the modulator stage. The modulator is a variable-gain (nonlinear) amplifier. To work, it must have an RF carrier signal and an AF information signal. In a low-level transmitter, the power levels are low in the oscillator, buffer, and modulator stages; typically, the modulator output is around 10 mW (700 mV RMS into 50 ohms) or less.

**AF Voltage Amplifier:** In order for the modulator to function, it needs an information signal. A microphone is one way of developing the intelligence signal, however, it only produces a few millivolts of signal. This simply isn't enough to operate the modulator, so a voltage amplifier is used to boost the microphone's signal.

The signal level at the output of the AF voltage amplifier is usually at least 1 volt RMS; it is highly dependent upon the transmitter's design. Notice that the AF amplifier in the transmitter is only providing a voltage gain, and not necessarily a current gain for the microphone's signal. The power levels are quite small at the output of this amplifier; a few mW at best.

**RF Power Amplifier:** At test point D the modulator has created an AM signal by impressing the information signal from test point C onto the stabilized carrier signal from test point B at the buffer amplifier output. This signal (test point D) is a complete AM signal, but has only a few milliwatts of power. The RF power amplifier is normally built with several stages. These stages increase both the voltage and current of the AM signal. We say that power amplification occurs when a circuit provides a current gain. In order to accurately amplify the tiny AM signal from the modulator, the RF power amplifier stages must be linear. You might recall that amplifiers are divided up into
"classes," according to the conduction angle of the active device within. Class A and class B amplifiers are considered to be linear amplifiers, so the RF power amplifier stages will normally be constructed using one or both of these type of amplifiers. Therefore, the signal at test point E looks just like that of test point D; it's just much bigger in voltage and current.

**Antenna Coupler:** The antenna coupler is usually part of the last or final RF power amplifier, and as such, is not really a separate active stage. It performs no amplification, and has no active devices. It performs two important jobs: Impedance matching and filtering. For an RF power amplifier to function correctly, it must be supplied with a load resistance equal to that for which it was designed.

The antenna coupler also acts as a low-pass filter. This filtering reduces the amplitude of harmonic energies that may be present in the power amplifier's output. (All amplifiers generate harmonic distortion, even "linear" ones.) For example, the transmitter may be tuned to operate on 1000 kHz. Because of small nonlinearities in the amplifiers of the transmitter, the transmitter will also produce harmonic energies on 2000 kHz (2nd harmonic), 3000 kHz (3rd harmonic), and so on. Because a low-pass filter passes the fundamental frequency (1000 kHz) and rejects the harmonics, we say that harmonic attenuation has taken place.

**High-Level AM Transmitter:**

![Fig.9. Low-Level AM Transmitter Block Diagram](image)

The high-level transmitter of Figure 9 is very similar to the low-level unit. The RF section begins just like the low-level transmitter; there is an oscillator and buffer amplifier. The difference in the high level transmitter is where the modulation takes
place. Instead of adding modulation immediately after buffering, this type of transmitter amplifies the unmodulated RF carrier signal first. Thus, the signals at points A, B, and D in Figure 9 all look like unmodulated RF carrier waves. The only difference is that they become bigger in voltage and current as they approach test point D.

The modulation process in a high-level transmitter takes place in the last or final power amplifier. Because of this, an additional audio amplifier section is needed. In order to modulate an amplifier that is running at power levels of several watts (or more), comparable power levels of information are required. Thus, an audio power amplifier is required. The final power amplifier does double-duty in a high-level transmitter. First, it provides power gain for the RF carrier signal, just like the RF power amplifier did in the low-level transmitter. In addition to providing power gain, the final PA also performs the task of modulation. The final power amplifier in a high-level transmitter usually operates in class C, which is a highly nonlinear amplifier class.

**Comparison:**

**Low Level Transmitters**
- Can produce any kind of modulation; AM, FM, or PM.
- Require linear RF power amplifiers, which reduce DC efficiency and increases production costs.

**High Level Transmitters**
- Have better DC efficiency than low-level transmitters, and are very well suited for battery operation.
- Are restricted to generating AM modulation only.
UNIT-II

Introduction to SSB-SC

Standard AM and DSBSC require transmission bandwidth equal to twice the message bandwidth. In both the cases spectrum contains two side bands of width \( W \) Hz, each. But the upper and lower sides are uniquely related to each other by the virtue of their symmetry about the carrier frequency. That is, given the amplitude and phase spectra of either side band, the other can be uniquely determined. Thus if only one side band is transmitted, and if both the carrier and the other side band are suppressed at the transmitter, no information is lost. This kind of modulation is called SSBSC and spectral comparison between DSBSC and SSBSC is shown in the figures 1 and 2.

**Figure 1**: Spectrum of the DSBSC wave

**Figure 2**: Spectrum of the SSBSC wave

Frequency Domain Description

Consider a message signal \( m(t) \) with a spectrum \( M(f) \) band limited to the interval \(-w < f < w\) as shown in Fig.3, the DSBSC wave obtained by multiplexing \( m(t) \) by the carrier wave \( c(t) = A_c \cos(2\pi f_c t) \) and is also shown in figure 4. The upper side band is represented in duplicate by the frequencies above \( f_c \) and those below \(-f_c\), and when only upper side band is transmitted; the resulting SSB modulated wave has the spectrum shown in figure 6.
Similarly, the lower side band is represented in duplicate by the frequencies below $f_c$ and those above $-f_c$ and when only the lower side band is transmitted, the spectrum of the corresponding SSB modulated wave shown in figure 5. Thus the essential function of the SSB modulation is to translate the spectrum of the modulating wave, either with or without inversion, to a new location in the frequency domain.

The advantage of SSB modulation is reduced bandwidth and the elimination of high power carrier wave. The main disadvantage is the cost and complexity of its implementation.
Generation of SSB wave:

**Frequency discrimination method**

Consider the generation of SSB modulated signal containing the upper side band only. From a practical point of view, the most severe requirement of SSB generation arises from the unwanted sideband, the nearest component of which is separated from the desired side band by twice the lowest frequency component of the message signal. It implies that, for the generation of an SSB wave to be possible, the message spectrum must have an energy gap centered at the origin as shown in figure 7. This requirement is naturally satisfied by voice signals, whose energy gap is about 600Hz wide.

![Message spectrum with energy gap at the origin](image)

The frequency discrimination or filter method of SSB generation consists of a product modulator, which produces DSBSC signal and a band-pass filter to extract the desired side band and reject the other and is shown in the figure 8.

![Frequency discriminator to generate SSBSC wave](image)

Application of this method requires that the message signal satisfies two conditions:

1. The message signal $m(t)$ has no low-frequency content. Example: speech, audio, music.
2. The highest frequency component $W$ of the message signal $m(t)$ is much less than the carrier frequency $f_c$. 
Then, under these conditions, the desired side band will appear in a non-overlapping interval in the spectrum in such a way that it may be selected by an appropriate filter.

In designing the band pass filter, the following requirements should be satisfied:

1. The pass band of the filter occupies the same frequency range as the spectrum of the desired SSB modulated wave.

2. The width of the guard band of the filter, separating the pass band from the stop band, where the unwanted sideband of the filter input lies, is twice the lowest frequency component of the message signal.

When it is necessary to generate an SSB modulated wave occupying a frequency band that is much higher than that of the message signal, it becomes very difficult to design an appropriate filter that will pass the desired side band and reject the other. In such a situation it is necessary to resort to a multiple-modulation process so as to ease the filtering requirement. This approach is illustrated in the following figure 9 involving two stages of modulation.

![Two stage frequency discriminator](image)

Figure 9 : Two stage frequency discriminator

The SSB modulated wave at the first filter output is used as the modulating wave for the second product modulator, which produces a DSBSC modulated wave with a spectrum that is symmetrically spaced about the second carrier frequency f2. The frequency separation between the side bands of this DSBSC modulated wave is effectively twice the first carrier frequency f1, thereby permitting the second filter to remove the unwanted side band.

**Hilbert Transform & its Properties:**

The Fourier transform is useful for evaluating the frequency content of an energy signal, or in a limiting case that of a power signal. It provides mathematical basis for analyzing and designing the frequency selective filters for the separation of signals on the basis of their frequency content. Another method of separating the signals is
based on phase selectivity, which uses phase shifts between the appropriate signals (components) to achieve the desired separation. In case of a sinusoidal signal, the simplest phase shift of 180° is obtained by “Ideal transformer” (polarity reversal). When the phase angles of all the components of a given signal are shifted by 90°, the resulting function of time is called the “Hilbert transform” of the signal.

Consider an LTI system with transfer function defined by equation 1

\[
H(f) = \begin{cases} 
-j, & f > 0 \\
0, & f = 0 \\
+j, & f < 0 
\end{cases} \quad (1)
\]

and the Signum function given by

\[
\text{sgn}(f) = \begin{cases} 
1, & f > 0 \\
0, & f = 0 \\
-1, & f < 0 
\end{cases}
\]

The function \(H(f)\) can be expressed using Signum function as given by equ (2)

\[
H(f) = -j \text{sgn}(f) \quad (2)
\]

We know that

\[
\begin{align*}
& e^{-j\pi/2} = -j, \quad e^{j\pi/2} = j \quad \text{and} \quad e^{\pm j\theta} = \cos(\theta) \pm j\sin(\theta)
\end{align*}
\]

Therefore,

\[
H(f) = \begin{cases} 
e^{-j\pi/2}, & f > 0 \\
e^{j\pi/2}, & f < 0 
\end{cases}
\]

Thus the magnitude \(|H(f)| = 1\), for all \(f\), and angle

\[
\angle H(f) = \begin{cases} 
-j\pi/2, & f > 0 \\
\pi/2, & f < 0 
\end{cases}
\]

The device which possesses such a property is called Hilbert transformer. Whenever a signal is applied to the Hilbert transformer, the amplitudes of all frequency components of the input signal remain unaffected. It produces a phase shift of -90° for all positive frequencies, while a phase shifts of 90° for all negative frequencies of the signal.
If \( x(t) \) is an input signal, then its Hilbert transformer is denoted by \( \hat{x}(t) \) and shown in the following diagram.

\[
\begin{align*}
\text{x(t)} & \quad \text{Hilbert Transformer} \quad \hat{x}(t)
\end{align*}
\]

To find impulse response \( h(t) \) of Hilbert transformer with transfer function \( H(f) \). Consider the relation between Signum function and the unit step function.

\[
\text{sgn}(t) = 2u(t) - 1 = x(t)
\]

Differentiating both sides with respect to \( t \),

\[
\frac{d}{dt}\{x(t)\} = 2\delta(t)
\]

Applying Fourier transform on both sides,

\[
\text{sgn}(t) \leftrightarrow \frac{2}{j\omega} \rightarrow \text{sgn}(t) \leftrightarrow \frac{1}{j\pi f}
\]

Applying duality property of Fourier transform,

\[
-Sgn(f) \leftrightarrow \frac{1}{j\pi t}
\]

We have,

\[
H(f) = -j\text{sgn}(f)
\]

\[
H(f) \leftrightarrow \frac{1}{\pi t}
\]

Therefore the impulse response \( h(t) \) of an Hilbert transformer is given by the equation (3),

\[
h(t) = \frac{1}{\pi t} \ldots \ldots \ldots (3)
\]

Now consider any input \( x(t) \) to the Hilbert transformer, which is an LTI system. Let the impulse response of the Hilbert transformer is obtained by convolving the input \( x(t) \) and impulse response \( h(t) \) of the system.

\[
\hat{x}(t) = x(t) * h(t)
\]

\[
\hat{x}(t) = x(t) * \frac{1}{\pi t}
\]
\[
\hat{x}(t) = \frac{1}{\pi} \int_{-\infty}^{+\infty} \frac{x(\tau)}{(t - \tau)} d\tau \quad \ldots \ldots \ldots \ldots \ldots (4)
\]

This equation gives the Hilbert transform of \(x(t)\).

The inverse Hilbert transform \(x(t)\) is given by

\[
x(t) = -\frac{1}{\pi} \int_{-\infty}^{+\infty} \frac{\hat{x}(\tau)}{(t - \tau)} d\tau \quad \ldots \ldots \ldots \ldots \ldots (5)
\]

We have \(\hat{x}(t) = x(t) \ast h(t)\)

The Fourier transform \(\hat{X}(f)\) of \(\hat{x}(t)\) is given by

\[
\hat{X}(f) = X(f)H(f)
\]

\[
\hat{X}(f) = -jsgn(f)X(f) \quad \ldots \ldots \ldots \ldots \ldots (6)
\]

**Properties:**

1. A signal \(x(t)\) and its Hilbert transform \(\hat{x}(t)\) have the same amplitude spectrum. The magnitude of \(-jsgn(f)\) is equal to 1 for all frequencies \(f\). Therefore \(x(t)\) and \(\hat{x}(t)\) have the same amplitude spectrum. That is \(|\hat{X}(f)| = |X(f)| \text{ for all } f\)

2. If \(\hat{x}(t)\) is the Hilbert transform of \(x(t)\), then the Hilbert transform of \(\hat{x}(t)\) is \(-x(t)\). To obtain its Hilbert transform of \(x(t)\), \(x(t)\) is passed through LTI system with a transfer function equal to \(-jsgn(f)\). A double Hilbert transformation is equivalent to passing \(x(t)\) through a cascade of two such devices. The overall transfer function of such a cascade is equal to

\[
[-jsgn(f)]^2 = -1 \text{ for all } f
\]

The resulting output is \(-x(t)\). That is the Hilbert transform of \(\hat{x}(t)\) is equal to \(-x(t)\).

**Time Domain Description:**

The time domain description of an SSB wave \(s(t)\) in the canonical form is given by the equation 1.

\[
s(t) = s_i(t)\cos(2\pi f_c t) - s_q(t)\sin(2\pi f_c t) \quad \ldots \ldots \ldots \ldots \ldots (1)
\]

where \(S_i(t)\) is the in-phase component of the SSB wave and \(S_Q(t)\) is the quadrature component. The in-phase component \(S_i(t)\) except for scaling factor, may be derived form \(S(t)\) by first multiplying \(S(t)\) by \(\cos(2\pi f_c t)\) and then passing the product through a low pass filter. Similarly, the quadrature component \(S_Q(t)\), except the scaling factor, may be derived from \(S(t)\) by first multiplying \(S(t)\) by \(\sin(2\pi f_c t)\) and then passing the product through an identical filter.
The Fourier transformation of $S_I(t)$ and $S_Q(t)$ are related to that of SSB wave as follows, respectively

\[
S_I(f) = \begin{cases} 
S(f - f_c) + S(f + f_c), & -w \leq f \leq w \\
0, & \text{elsewhere}
\end{cases}
\]  

\( (2) \)

\[
S_Q(f) = \begin{cases} 
-j[S(f - f_c) - S(f + f_c)], & -w \leq f \leq w \\
0, & \text{elsewhere}
\end{cases}
\]  

\( (3) \)

Where $-w \leq f \leq w$ defines the frequency band occupied by the message signal $m(t)$

Consider the SSB wave that is obtained by transmitting only the upper side band as shown in figure 10. Two frequency shifted spectra $S(f - f_c)$ and $S(f + f_c)$ are shown in figure 11 and figure 12 respectively. Therefore, from equations 2 & 3, it follows that the corresponding spectra of the in-phase component $S_I(t)$ and the quadrature component $S_Q(t)$ are as shown in figure 13 & 14 respectively.
From fig. 13, it is found that

\[ S_I(f) = \frac{1}{2} A_c M(f) \]

Where \( M(f) \) is the Fourier transform of the message signal \( m(t) \). Accordingly in-phase component \( S_I(t) \) is defined by the equation 4.

\[ S_I(t) = \frac{1}{2} A_c m(t) \ldots \ldots \ldots \ldots \ldots \ldots \ldots (4) \]

Now on the basis of fig. 14, it is found that

\[
S_Q(f) = \begin{cases} 
-\frac{j}{2} A_c M(f), f > 0 \\
0, f = 0 \\
\frac{j}{2} A_c M(f), f < 0 
\end{cases}
\]

\[ S_Q(f) = -\frac{j}{2} A_c sgn(f) M(f) \ldots \ldots \ldots \ldots \ldots (5) \]

Where \( sgn(f) \) is the Signum Function

But from the discussions on Hilbert transforms, it is shown that

\[ -jsgn(f) M(f) = \tilde{M}(f) \ldots \ldots \ldots \ldots \ldots (6) \]

Where \( \tilde{M}(f) \) is the Fourier transform of the Hilbert transform of \( m(t) \).

Hence, substituting equ.(6) in equ.(5), we get

\[ S_Q(f) = \frac{1}{2} A_c \tilde{M}(f) \ldots \ldots \ldots \ldots \ldots (7) \]

Therefore the quadrature component \( S_Q(t) \) is defined by equation (8)

\[ S_Q(t) = \frac{1}{2} A_c \tilde{m}(t) \ldots \ldots \ldots \ldots (8) \]
Therefore substituting equ.(4) and (8) in equ.(1), we find that the canonical representation of an SSB wave \( s(t) \) obtained by transmitting only the USB is given by equ (9)

\[
S_U(t) = \frac{1}{2} A_c m(t) \cos(2\pi f_c t) - \frac{1}{2} A_c \hat{m}(t) \sin(2\pi f_c t) \quad \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots (9)
\]

Following the same procedure, we can find the canonical representation for an SSB Wave \( s(t) \) obtained by transmitting only the lower side band is given by

\[
S_L(t) = \frac{1}{2} A_c m(t) \cos(2\pi f_c t) + \frac{1}{2} A_c \hat{m}(t) \sin(2\pi f_c t) \quad \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots (10)
\]

**Phase discrimination method for generating SSB wave:**

Time domain description of SSB modulation leads to another method of SSB generation using the equations 9 or 10. The block diagram of phase discriminator is as shown in figure 15.

The phase discriminator consists of two product modulators I and Q, supplied with carrier waves in-phase quadrature to each other. The incoming base band signal \( m(t) \) is applied to product modulator I, producing a DSBSC modulated wave that contains reference phase sidebands symmetrically spaced about carrier frequency \( f_c \).

The Hilbert transform \( \hat{m}(t) \) of \( m(t) \) is applied to product modulator Q, producing a DSBSC modulated that contains side bands having identical amplitude spectra to those of modulator I, but with phase spectra such that vector addition or subtraction of the two modulator outputs results in cancellation of one set of side bands and reinforcement of the other set.
The use of a plus sign at the summing junction yields an SSB wave with only the lower side band, whereas the use of a minus sign yields an SSB wave with only the upper side band. This modulator circuit is called Hartley modulator.

**Demodulation of SSB Waves:**

Demodulation of SSBSC wave using coherent detection is as shown in fig. 16. The SSB wave \( s(t) \) together with a locally generated carrier \( c(t) = A'_c \cos(2\pi f_c t + \phi) \) is applied to a product modulator and then low-pass filtering of the modulator output yields the message signal.

![Fig.16. Coherent Detector of SSBSC](image)

The product modulator output \( v_0(t) \) is given by

\[
v(t) = A'_c \cos(2\pi f_c t + \phi) s(t), \text{Put } \phi = 0
\]

\[
v(t) = \frac{1}{2} A_c \cos(2\pi f_c t) [m(t) \cos(2\pi f_c t) \pm \tilde{m}(t) \sin(2\pi f_c t)]
\]

\[
v(t) = \frac{1}{4} A_c m(t) + \frac{1}{4} A_c [m(t) \cos(4\pi f_c t) \pm \tilde{m}(t) \sin(4\pi f_c t)] \ldots \ldots \ldots \ldots (1)
\]

The first term in the above equ.(1) is desired message signal. The other term represents an SSB wave with a carrier frequency of \( 2f_c \) as such; it is an unwanted component, which is removed by low-pass filter.
Vestigial Side Band Modulation

Vestigial sideband is a type of Amplitude modulation in which one side band is completely passed along with trace or tail or vestige of the other side band. VSB is a compromise between SSB and DSBSC modulation. In SSB, we send only one side band, the Bandwidth required to send SSB wave is \( w \). SSB is not appropriate way of modulation when the message signal contains significant components at extremely low frequencies. To overcome this VSB is used.

Frequency Domain Description

The following Fig illustrates the spectrum of VSB modulated wave \( s(t) \) with respect to the message \( m(t) \) (band limited)

Assume that the Lower side band is modified into the vestigial side band. The vestige of the lower sideband compensates for the amount removed from the upper sideband. The bandwidth required to send VSB wave is

\[
B = w + f_v
\]

where \( f_v \) is the width of the vestigial side band.
Similarly, if USB is modified into the VSB then,

![Spectrum of VSB wave containing the vestige of the USB](image)

The vestige of the Upper sideband compensates for the amount removed from the Lower sideband. The bandwidth required to send VSB wave is

\[ B = w + f_v \]

where \( f_v \) is the width of the vestigial side band.

Therefore, VSB has the virtue of conserving bandwidth almost as efficiently as SSB modulation, while retaining the excellent low-frequency base band characteristics of DSBSC and it is standard for the transmission of TV signals.

**Generation of VSB Modulated Wave**

VSB modulated wave is obtained by passing DSBSC through a sideband shaping filter as shown in below fig.

![Block Diagram of VSB Modulator](image)

The exact design of this filter depends on the spectrum of the VSB waves. The relation between filter transfer function \( H(f) \) and the spectrum of VSB waves is given by

\[
S(f) = \frac{A_c}{2} [M(f - f_c) + M(f + f_c)]H(f) 
\]  

(1)
Where $M(f)$ is the spectrum of Message Signal. Now, we have to determine the specification for the filter transfer function $H(f)$. It can be obtained by passing $s(t)$ to a coherent detector and determining the necessary condition for undistorted version of the message signal $m(t)$. Thus, $s(t)$ is multiplied by a locally generated sinusoidal wave $\cos(2\pi f_c t)$ which is synchronous with the carrier wave $A_c \cos(2\pi f_c t)$ in both frequency and phase, as in the below fig..

![Fig. 5 Block Diagram of VSB Demodulator](image_url)

Then,

$$v(t) = s(t) \cdot \cos(2\pi f_c t) \ldots \ldots \ldots \ldots \ldots (2)$$

In frequency domain equ (2) becomes,

$$V(f) = \frac{1}{2} [S(f - f_c) + S(f + f_c) \ldots \ldots \ldots \ldots (3)]$$

Substituting equ.1 in equ. 3, we get

$$V(f) = \frac{1}{2} \left[ \frac{A_c}{2} [M(f - 2f_c) + M(f)]H(f - f_c) \right]$$

$$+ \frac{1}{2} \left[ \frac{A_c}{2} [M(f + 2f_c) + M(f)]H(f + f_c) \right]$$

$$V(f) = \frac{A_c}{4} M(f)[H(f - f_c) + H(f + f_c)]$$

$$+ \frac{A_c}{4} [M(f - 2f_c)H(f - f_c)$$

$$+ M(f + 2f_c)H(f + f_c)] \ldots \ldots \ldots \ldots (4)$$

The spectrum of $V(f)$ as shown in fig below
Fig. 6. Spectrum of the product modulator output \( v(t) \)

Pass \( v(t) \) to a LPF to eliminate VSB wave corresponding to \( 2f_c \)

\[
V_o(f) = \frac{A_c}{4} M(f) [H(f - f_c) + H(f + f_c)] 
\]

The spectrum of \( V_o(f) \) is in fig below,

Fig. 7. Spectrum of demodulated signal \( v_o(t) \)

For a distortion less reproduction of the original signal \( m(t) \), \( V_o(f) \) is to be a scaled version of \( M(f) \). Therefore, the transfer function \( H(f) \) must satisfy the condition

\[
H(f - f_c) + H(f + f_c) = 2H(f_c) 
\]

Where \( H(f_c) \) is a constant

Since \( m(t) \) is a band limited signal, we need to satisfy eqn. (6) in the interval \( -w \leq f \leq w \). The requirement of eqn. (6) is satisfied by using a filter whose transfer function is shown below.

Fig. 8. Frequency response of sideband shaping filter
Time Domain Description:

Time domain representation of VSB modulated wave, procedure is similar to SSB Modulated waves. Let \( s(t) \) denote a VSB modulated wave and assuming that \( s(t) \) containing Upper sideband along with the Vestige of the Lower sideband. VSB modulated wave \( s(t) \) is the output from Sideband shaping filter, whose input is DSBSC wave. The filter transfer function \( H(f) \) is of the form as in fig below,

\[
S_{\text{DSBSC}}(t) = A_c m(t) \cos(2\pi f_c t) \ldots \ldots \ldots \ldots (1)
\]

It is a band pass signal and has in-phase component only. Its low pass complex envelope is given by

\[
\tilde{s}_{\text{DSBSC}}(t) = A_c m(t) \ldots \ldots \ldots \ldots (2)
\]

The VSB modulated wave is a band pass signal.

Let the low pass signal \( \tilde{s}(t) \) denote the complex envelope of VSB wave \( s(t) \), then

\[
s(t) = Re[\tilde{s}(t) \exp(j2\pi f_c t)] \ldots \ldots \ldots \ldots \ldots \ldots (3)
\]
To determine $\tilde{s}(t)$ we proceed as follows

1. The side band shaping filter transfer function $H(f)$ is replaced by its equivalent complex low pass transfer function denoted by $\tilde{H}(f)$ as shown in fig below

\[\tilde{H}(f)\]

Fig. 11. Low pass equivalent to $H(f)$

We may express $\tilde{H}(f)$ as the difference between two components $\tilde{H}_u(f)$ and $\tilde{H}_v(f)$ as

\[\tilde{H}(f) = \tilde{H}_u(f) - \tilde{H}_v(f) \ldots \ldots \ldots \ldots \ldots \ldots (4)\]

These two components are considered individually as follows

i. The transfer function $\tilde{H}_u(f)$ pertains to a complex low pass filter equivalent to a ban pass filter design to reject the lower side band completely as

\[\tilde{H}_u(f) = \begin{cases} \frac{1}{2} [1 + \text{sgn}(f)], & 0 < f < w \\ 0, & \text{otherwise} \end{cases} \ldots \ldots \ldots \ldots \ldots \ldots (5)\]

ii. The transfer function $\tilde{H}_v(f)$ accounts for the generation of vestige and removal of a corresponding portion from the upper side band.

\[\tilde{H}_v(f)\]

Fig. 12. First component of $\tilde{H}(f)$

\[\tilde{H}_v(f)\]

Fig. 13. Second component of $\tilde{H}(f)$
Substitute eqn. 5 in eqn. 4, we get,

\[
\tilde{H}(f) = \begin{cases} 
\frac{1}{2} [1 + sgn(f) - 2\tilde{H}_v(f)], & f_v < f < w \\
0, & \text{otherwise}
\end{cases} \quad \text{...... (6)}
\]

The \(sgn(f)\) and \(\tilde{H}_v(f)\) are both odd functions of frequency. Hence both have purely imaginary inverse Fourier transform (FT). Accordingly, the new transfer function is

\[
H_Q(f) = \frac{1}{j} [sgn(f) - 2\tilde{H}_v(f)] \quad \text{...... (7)}
\]

It has purely inverse FT and \(h_Q(t)\) denote IFT of \(H_Q(f)\)

\[
jH_Q(f)
\]

![Fig.14. Transfer function of the filter \(jH_Q(f)\)](image_url)

Rewrite eqn. (6) in terms of \(H_Q(f)\) as

\[
\tilde{H}(f) = \begin{cases} 
\frac{1}{2} [1 + jH_Q(f)], & f_v < f < w \\
0, & \text{otherwise}
\end{cases} \quad \text{...... (8)}
\]

2. The DSBSC modulated wave is replaced by its complex envelope as

\[
S_{DSBSC}(f) = A_eM(f) \quad \text{...... (9)}
\]

3. The desired complex envelope \(\tilde{s}(t)\) is determined by evaluating IFT of the product \(\tilde{H}(f)S_{DSBSC}(f)\). i.e.,

\[
\tilde{s}(f) = \tilde{H}(f)\tilde{S}_{DSBSC}(f) \quad \text{...... (10)}
\]

\[
\tilde{s}(f) = \frac{A_c}{2} \left[1 + jH_Q(f)\right]M(f) \quad \text{...... (11)}
\]

Take IFT of eqn. 11, we get,

\[
\tilde{s}(t) = \frac{A_c}{2} [m(t) + jm_Q(t)] \quad \text{...... (12)}
\]
where \( m_Q(t) \) is the response produced by passing the message through a low pass filter of impulse response \( h_Q(t) \).

Substitute eqn. 12 in eqn.3 and simplify, we get

\[
S(t) = \frac{A_c}{2} m(t) \cos(2\pi f_c t) - \frac{A_c}{2} m_Q(t) \sin(2\pi f_c t) \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots (13)
\]

Where \( \frac{A_c}{2} m(t) \) ....... in phase component

\( \frac{A_c}{2} m_Q(t) \) ....... Quadrature component

Note:

1. If vestigial side band is increased to full side band, VSB becomes DSCSB, i.e., \( m_Q(t) = 0 \).

2. If VSB is reduced to zero, VSB becomes SSB. i.e., \( m_Q(t) = \tilde{m}(t) \). Where the \( \tilde{m}(t) \) is the Hilbert transform of \( m(t) \).

Similarly if the VSB containing a vestige of the upper sideband, then \( s(t) \) is given by

\[
S(t) = \frac{A_c}{2} m(t) \cos (2\pi f_c t) + \frac{A_c}{2} m_Q(t) \sin (2\pi f_c t) \ldots \ldots (14)
\]
Envelope detection of a VSB Wave plus Carrier

To make demodulation of VSB wave possible by an envelope detector at the receiving end it is necessary to transmit a sizeable carrier together with the modulated wave. The scaled expression of VSB wave by factor $k_a$ with the carrier component $A_c \cos(2\pi f_c t)$ can be given by

$$s(t) = A_c \cos(2\pi f_c t) + \frac{A_c}{2} k_a m(t) \cos(2\pi f_c t) - \frac{A_c}{2} k_a m_Q(t) \sin(2\pi f_c t)$$

$$s(t) = A_c \left[1 + \frac{k_a}{2} m(t)\right] \cos(2\pi f_c t) - \frac{A_c k_a}{2} m_Q(t) \sin(2\pi f_c t) \ldots \ldots \ldots \ldots \ldots (1)$$

Where $k_a$ is the modulation index; it determines the percentage modulation. When above signal $s(t)$ is passed through the envelope detector, the detector output is given by

$$a(t) = A_c \left[\left(1 + \frac{k_a}{2} m(t)\right)^2 + \left(\frac{k_a}{2} m_Q(t)\right)^2\right]^{1/2}$$

$$= A_c \left[1 + \frac{k_a}{2} m(t)\right] \left[1 + \left(\frac{k_a m_Q(t)}{1 + \frac{k_a}{2} m(t)}\right)^2\right]^{1/2} \ldots \ldots \ldots \ldots \ldots (2)$$

The detector output is distorted by the quadrature component $m_Q(t)$ as indicated by equation (2)

Methods to reduce distortion

- Distortion can be reduced by reducing percentage modulation $k_a$
- Distortion can be reduced by reducing $m_Q(t)$ by increasing the width of the vestigial sideband.
Comparison of AM Techniques:

<table>
<thead>
<tr>
<th>S.No</th>
<th>Parameter</th>
<th>Standard AM</th>
<th>SSB</th>
<th>DSBSC</th>
<th>VSB</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Power</td>
<td>High</td>
<td>Less</td>
<td>Medium</td>
<td>Less than DSBSC but greater than SSB</td>
</tr>
<tr>
<td>2</td>
<td>Bandwidth</td>
<td>$2f_m$</td>
<td>$f_m$</td>
<td>$2f_m$</td>
<td>$f_m &lt; \text{BW} &lt; 2f_m$</td>
</tr>
<tr>
<td>3</td>
<td>Carrier Suppression</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>4</td>
<td>Receiver complexity</td>
<td>Simple</td>
<td>Complex</td>
<td>Complex</td>
<td>Simple</td>
</tr>
<tr>
<td>5</td>
<td>Modulation</td>
<td>Non-Linear</td>
<td>Linear</td>
<td>Linear</td>
<td>Linear</td>
</tr>
<tr>
<td>6</td>
<td>Sideband Suppression</td>
<td>No</td>
<td>One side band completely</td>
<td>No</td>
<td>One sideband suppressed partly</td>
</tr>
<tr>
<td>7</td>
<td>Transmission efficiency</td>
<td>Minimum</td>
<td>Maximum</td>
<td>Moderate</td>
<td>Moderate</td>
</tr>
<tr>
<td>8</td>
<td>Application</td>
<td>Radio Communication</td>
<td>Point to Point Communication</td>
<td>Point to Point Communication</td>
<td>TV Broadcasting</td>
</tr>
</tbody>
</table>

Applications of different AM systems:

- Amplitude Modulation: AM radio, Short wave radio broadcast
- DSB-SC: Data Modems, Color TV’s color signals.
- SSB: Telephone
- VSB: TV picture signals
UNIT III
ANGLE MODULATION

- Basic concepts
- Frequency Modulation
- Single tone frequency modulation
- Spectrum Analysis of Sinusoidal FM Wave
- Narrow band FM, Wide band FM, Constant Average Power
- Transmission bandwidth of FM Wave
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  - Indirect FM, Direct FM: Varactor Diode and Reactance Modulator
- Detection of FM Waves:
  - Balanced Frequency discriminator, Zero crossing detector, Phase locked loop
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**Instantaneous Frequency**

The frequency of a cosine function $x(t)$ that is given by

$$x(t) = \cos(\omega_c + \theta_0)$$

is equal to $\omega_c$ since it is a constant with respect to $t$, and the phase of the cosine is the constant $\theta_0$. The angle of the cosine $\theta(t) = \omega_c t + \theta_0$ is a linear relationship with respect to $t$ (a straight line with slope of $\omega_c$ and $y$–intercept of $\theta_0$). However, for other sinusoidal functions, the frequency may itself be a function of time, and therefore, we should not think in terms of the constant frequency of the sinusoid but in terms of the INSTANTANEOUS frequency of the sinusoid since it is not constant for all $t$. Consider for example the following sinusoid

$$y(t) = \cos(\theta(t))$$

where $\theta(t)$ is a function of time. The frequency of $y(t)$ in this case depends on the function of $\theta(t)$ and may itself be a function of time. The instantaneous frequency of $y(t)$ given above is defined as

$$\omega_i(t) = \frac{d}{dt}(\theta(t))$$

As a checkup for this definition, we know that the instantaneous frequency of $x(t)$ is equal to its frequency at all times (since the instantaneous frequency for that function is constant) and is equal to $\omega_c$. Clearly this satisfies the definition of the instantaneous frequency since $\theta(t) = \omega_c t + \theta_0$ and therefore $\omega(t) = \omega_c$.

If we know the instantaneous frequency of some sinusoid from $-\infty$ to sometime $t$, we can find the angle of that sinusoid at time $t$ using

$$\theta(t) = \int_{-\infty}^{t} \omega(\alpha) d\alpha$$

Changing the angle ($\theta(t)$) of some sinusoid is the bases for the two types of angle modulation: Phase and Frequency modulation techniques.

**Phase Modulation (PM)**

In this type of modulation, the phase of the carrier signal is directly changed by the message signal. The phase modulated signal will have the form

$$g_{pm}(t) = A\cos[\omega_c t + k_p(t)]$$

where $A$ is a constant, $\omega_c$ is the carrier frequency, $m(t)$ is the message signal, and $k_p$ is a parameter that specifies how much change in the angle occurs for every unit of change of $m(t)$. The phase and instantaneous frequency of this signal are

$$\theta_{pm}(t) = \omega_c t + k_p(t)$$
So, the frequency of a PM signal is proportional to the derivative of the message signal.

**Frequency Modulation (FM)**

This type of modulation changes the frequency of the carrier (not the phase as in PM) directly with the message signal. The FM modulated signal is

\[ g_{fm}(t) = A \cos(\omega_C t + k_f \int_{-\infty}^{t} m(\alpha) d\alpha) \]

where \( k_f \) is a parameter that specifies how much change in the frequency occurs for every unit change of \( m(t) \). The phase and instantaneous frequency of this FM are

\[ \theta_{fm}(t) = \omega_C t + k_f \int_{-\infty}^{t} m(\alpha) d\alpha \]

\[ \omega_i(t) = \omega_C + k_f \frac{d}{dt} \left[ \int_{-\infty}^{t} m(\alpha) d\alpha \right] \]

**Relation between PM and FM**

PM and FM are tightly related to each other. We see from the phase and frequency relations for PM and FM given above that replacing \( m(t) \) in the PM signal with \( \int_{-\infty}^{t} m(\alpha) d\alpha \) gives an FM signal and replacing \( m(t) \) in the FM signal with \( \frac{dm(t)}{dt} \) gives a PM signal. This is illustrated in the following block diagrams.
**Frequency Modulation**

In **Frequency Modulation (FM)** the instantaneous value of the information signal controls the frequency of the carrier wave. This is illustrated in the following diagrams.

Notice that as the information signal increases, the frequency of the carrier increases, and as the information signal decreases, the frequency of the carrier decreases.

The frequency $f_i$ of the information signal controls the rate at which the carrier frequency increases and decreases. As with AM, $f_i$ must be less than $f_c$. The amplitude of the carrier remains constant throughout this process.

When the information voltage reaches its maximum value then the change in frequency of the carrier will have also reached its maximum deviation above the nominal value. Similarly, when the information reaches a minimum the carrier will be at its lowest frequency below the nominal carrier frequency value. When the information signal is zero, then no deviation of the carrier will occur.

The maximum change that can occur to the carrier from its base value $f_c$ is called the frequency deviation, and is given the symbol $\Delta f_c$. This sets the dynamic range (i.e. voltage range) of the transmission. The dynamic range is the ratio of the largest and smallest analogue information signals that can be transmitted.
Construction of Narrowband Frequency and Phase Modulators

The above approximations for narrowband FM and PM can be easily used to construct modulators for both types of signals.

\[
m(t) \int_{-\infty}^{t} m(t) d\alpha \sin(\omega_c t) - \frac{\pi}{2} \cos(\omega_c t) \sum A g_{FM} (NB) (t) \]

Narrowband FM Modulator

\[
m(t) \sin(\omega_c t) - \frac{\pi}{2} \cos(\omega_c t) \sum A g_{PM} (NB) (t) \]

Narrowband PM Modulator

Generation of Wideband FM Signals

Consider the following block diagram:

A narrowband FM signal can be generated easily using the block diagram of the narrowband FM modulator that was described in a previous lecture. The narrowband FM modulator generates a narrowband FM signal using simple components such as an integrator (an OpAmp), oscillators, multipliers, and adders. The generated narrowband FM signal can be converted to a
A wideband FM signal can be obtained by simply passing it through a non-linear device with power $P$. Both the carrier frequency and the frequency deviation $\Delta f$ of the narrowband signal are increased by a factor $P$. Sometimes, the desired increase in the carrier frequency and the desired increase in $\Delta f$ are different. In this case, we increase $\Delta f$ to the desired value and use a frequency shifter (multiplication by a sinusoid followed by a BPF) to change the carrier frequency to the desired value.

**SINGLE-TONE FREQUENCY MODULATION**

**Time-Domain Expression**

Since the FM wave is a nonlinear function of the modulating wave, the frequency modulation is a nonlinear process. The analysis of nonlinear process is a difficult task. In this section, we will study single-tone frequency modulation in detail to simplify the analysis and to get thorough understanding about FM.

Let us consider a single-tone sinusoidal message signal defined by

$$m(t) = A_m \cos(2\pi f_m t)$$

The instantaneous frequency is then

$$f(t) = f_c + k_f A_m \cos(2\pi f_m t) = f_c + \Delta f \cos(2\pi f_n t)$$

where

$$\Delta f = k_f A_n$$

$$\theta(t) = 2\pi f_c t + 2\pi k_f \int_0^t A_m \cos(2\pi f_m t) dt$$

$$= 2\pi f_c t + 2\pi k_f \frac{A_m}{2\pi f_m} \sin(2\pi f_m t)$$

$$= 2\pi f_c t + k_f \frac{A_m}{f_m} \sin(2\pi f_m t)$$

$$= \Delta f \frac{f_c}{f_m} \sin(2\pi f_m t) + 2\pi f_c t$$

$$\theta(t) = 2\pi f_c t + \beta_f \sin(2\pi f_m t)$$

Where $\beta_f = \frac{\Delta f}{f_m}$

is the modulation index of the FM wave. Therefore, the single-tone FM wave is expressed by

$$s_{FM}(t) = A_c \cos[2\pi f_c t + \beta_f \sin(2\pi f_m t)]$$
This is the desired time-domain expression of the single-tone FM wave

Similarly, **single-tone phase modulated wave** may be determined from Eq. as

\[ s_{PM}(t) = A_c \cos[2nf_c t + k_p A_n \cos(2nf_n t)] \]

or, \( s_{PM}(t) = A_c \cos[2nf_c t + \beta_p \cos(2nf_n t)] \)

where \( \beta_p = k_p A_n \)

is the modulation index of the single-tone phase modulated wave.

The frequency deviation of the single-tone PM wave is

\[ S_{FM}(t) = A_c \cos[2\pi f_c t + \beta_f \sin(2\pi f_m t)] \]

**Spectral Analysis of Single-Tone FM Wave**

The above Eq. can be rewritten as

\[ s_{FM}(t) = \text{Re}\{A_c e^{j2nf_c t} e^{j\beta_f \sin(2nf_n t)}\} \]

For simplicity, the modulation index of FM has been considered as \( \beta \) instead of \( \beta_f \) afterward. Since \( \sin(2nf_n t) \) is periodic with fundamental period \( T = 1/f_n \), the complex exponential \( e^{j\beta \sin(2nf_n t)} \) is also periodic with the same fundamental period. Therefore, this complex exponential can be expanded in Fourier series representation as

\[ e^{j\beta \sin(2\pi f_m t)} = \sum_{n=-\infty}^{\infty} c_n e^{j2\pi n f_m t} \]

where the Fourier series coefficients \( c_n \) are obtained as
\[ c_n = \frac{1}{T} \int_{-T/2}^{T/2} e^{j\beta \sin(2\pi f_m t)} e^{-j2\pi n f_m t} dt \quad (5.24) \]

Let \(2\pi f_m t = x\), then Eq. (5.24) reduces to

\[ c_n = \frac{1}{2\pi} \int_{-\pi}^{\pi} e^{j\beta \sin(x)} e^{-jnx} dx = \frac{1}{2\pi} \int_{-\pi}^{\pi} e^{j(\beta \sin(x)-nx)} dx \quad (5.25) \]

The integral on the right-hand side is known as the \(n^{\text{th}}\) order Bessel function of the first kind and is denoted by \(J_n(\beta)\). Therefore, \(c_n = J_n(\beta)\) and Eq. (4.23) can be written as

\[ e^{j\beta \sin(2\pi f_m t)} = \sum_{n=-\infty}^{\infty} J_n(\beta) e^{j2\pi n f_m t} \quad (5.26) \]

By substituting Eq. (5.26) in Eq. (5.22), we get

\[ s_{FM}(t) = \text{Re} \left\{ A_c \sum_{n=-\infty}^{\infty} J_n(\beta) e^{j2\pi n f_m t} e^{j2\pi f_c t} \right\} \\
= A_c \sum_{n=-\infty}^{\infty} J_n(\beta) \cos[2\pi(f_c + nf_m)t] \quad (5.27) \]

Taking Fourier transform of Eq. (5.27), we get

\[ S(f) = \frac{1}{2} A_c \sum_{n=-\infty}^{\infty} J_n(\beta) \left[ \delta(f - f_c - nf_m) + \delta(f + f_c + nf_m) \right] \quad (5.28) \]

From the spectral analysis we see that there is a carrier component and a number of side-frequencies around the carrier frequency at \(\pm nf_m\).

The Bessel function may be expanded in a power series given by

\[ J_n(\beta) = \sum_{k=0}^{\infty} \frac{(-1)^k \left(\frac{\beta}{2}\right)^{n+2k}}{k! (k+n)!} \quad (5.29) \]

Plots of Bessel function \(J_n(\beta)\) versus modulation index \(\beta\) for \(n = 0, 1, 2, 3, 4\) are shown in Figure 5.3.
Figure 5.3 shows that for any fixed value of \( n \), the magnitude of \( J_n(\beta) \) decreases as \( \beta \) increases. One property of Bessel function is that

\[
J_{-n}(\beta) = \begin{cases} 
J_n(\beta), & n \text{ even} \\
-J_n(\beta), & n \text{ odd}
\end{cases}
\]  

(5.30)

One more property of Bessel function is that

\[
\sum_{n=-\infty}^{\infty} J_n^2(\beta) = 1
\]  

(5.31)

(iii) The average power of the FM wave remains constant. To prove this, let us determine the average power of Eq. (5.27) which is equal to

\[
P = \frac{1}{2} A_c^2 \sum_{n=-\infty}^{\infty} J_n^2(\beta)
\]

Using Eq. (5.31), the average power \( P \) is now

\[
P = \frac{1}{2} A_c^2
\]
TRANSMISSION BANDWIDTH OF FM WAVE

The transmission bandwidth of an FM wave depends on the modulation index $\beta$. The modulation index, on the other hand, depends on the modulating amplitude and modulating frequency. It is almost impossible to determine the exact bandwidth of the FM wave. Rather, we use a rule-of-thumb expression for determining the FM bandwidth.

For single-tone frequency modulation, the approximated bandwidth is determined by the expression

$$B = 2(\Delta f + f_m) = 2(\beta + 1)f_m = 2\Delta f(1 + \frac{1}{\beta})$$

This expression is regarded as the Carson’s rule. The FM bandwidth determined by this rule accommodates at least 98% of the total power.

For an arbitrary message signal $n(t)$ with bandwidth or maximum frequency $W$, the bandwidth of the corresponding FM wave may be determined by Carson’s rule as

$$B = 2(\Delta f + W) = 2(D + 1)W = 2\Delta f(1 + \frac{1}{D})$$

GENERATION OF FM WAVES

FM waves are normally generated by two methods: indirect method and direct method.

Indirect Method (Armstrong Method) of FM Generation
In this method, narrow-band FM wave is generated first by using phase modulator and then the wideband FM with desired frequency deviation is obtained by using frequency multipliers.

$$s(t) = A_c \cos[2\pi f_c t + 2\pi k_f \int_0^t m(t) dt]$$

$$s(t) = A_c \cos[2\pi f_c t + \phi(t)]$$

$$\phi(t) = 2\pi k_f \int_0^t m(t) dt$$

$$s(t) = A_c \cos(2\pi f_c t) \cos[\phi(t)] - A_c \sin(2\pi f_c t) \sin[\phi(t)]$$
The above eq is the expression for narrow band FM wave

\[ \cos[\varphi(t)] \approx 1 \text{ and } \sin[\varphi(t)] \approx \varphi(t) \]
\[ s(t) = A_c \cos(2\pi f_c t) - A_c \sin(2\pi f_c t) \varphi(t) \]

or, \[ s(t) = A_c \cos(2\pi f_c t) - 2\pi A_c k_f \sin(2\pi f_c t) \int_0^t m(t) \, dt \]

In this case

\[ m(t) \rightarrow f \rightarrow \text{Product modulator} \rightarrow -\frac{n}{2} \rightarrow A_c \cos(2\pi f_c t) \rightarrow \sum \rightarrow NBFM \]

Fig: Narrowband FM Generator

The frequency deviation \( \Delta f \) is very small in narrow-band FM wave. To produce wideband FM, we have to increase the value of \( \Delta f \) to a desired level. This is achieved by means of one or multiple frequency multipliers. A frequency multiplier consists of a nonlinear device and a bandpass filter. The \( n^{th} \) order nonlinear device produces a dc component and \( n \) number of frequency modulated waves with carrier frequencies \( f_c, 2f_c, \ldots, nf_c \) and frequency deviations \( \Delta f, 2\Delta f, \ldots, n\Delta f \), respectively. If we want an FM wave with frequency deviation of \( 6\Delta f \), then we may use a \( 6^{th} \) order nonlinear device or one \( 2^{nd} \) order and one \( 3^{rd} \) order nonlinear devices in cascade followed by a bandpass filter centered at \( 6f_c \). Normally, we may require very high value of frequency deviation. This automatically increases the carrier frequency by the same factor which may be higher than the required carrier frequency. We may shift the carrier frequency to the desired level by using mixer which does not change the frequency deviation.

The narrowband FM has some distortion due to the approximation made in deriving the expression of narrowband FM from the general expression. This produces some amplitude modulation in the narrowband FM which is removed by using a limiter in frequency multiplier.
Direct Method of FM Generation

In this method, the instantaneous frequency $f(t)$ of the carrier signal $c(t)$ is varied directly with the instantaneous value of the modulating signal $n(t)$. For this, an oscillator is used in which any one of the reactive components (either $C$ or $L$) of the resonant network of the oscillator is varied linearly with $n(t)$. We can use a varactor diode or a varicap as a voltage-variable capacitor whose capacitance solely depends on the reverse-bias voltage applied across it. To vary such capacitance linearly with $n(t)$, we have to reverse-bias the diode by the fixed DC voltage and operate within a small linear portion of the capacitance-voltage characteristic curve. The unmodulated fixed capacitance $C_0$ is linearly varied by $n(t)$ such that the resultant capacitance becomes

$$C(t) = C_0 - kn(t)$$

where the constant $k$ is the sensitivity of the varactor diode (measured in capacitance per volt).

![Hartley oscillator for FM generation](image)

The above figure shows the simplified diagram of the Hartley oscillator in which is implemented the above discussed scheme. The frequency of oscillation for such an oscillator is given

$$f(t) = \frac{1}{2\pi \sqrt{(L_1 + L_2)C(t)}}$$

$$f(t) = \frac{1}{2\pi \sqrt{(L_1 + L_2)(C_0 - km(t))}}$$

$$= \frac{1}{2\pi \sqrt{(L_1 + L_2)C_0}} \sqrt{1 - \frac{km(t)}{C_0}}$$

or,

$$f(t) = f_0 \left(1 - \frac{km(t)}{C_0}\right)^{-1/2}$$
where $f_c$ is the unmodulated frequency of oscillation. Assuming,

$$\frac{km(t)}{C_0} \ll 1$$

we have from binomial expansion,

$$\left(1 - \frac{km(t)}{C_0}\right)^{-1/2} \approx 1 + \frac{km(t)}{2C_0}$$

$$f(t) \approx f_c \left(1 + \frac{km(t)}{2C_0}\right)$$

$$= f_c + \frac{k f_c m(t)}{2C_0}$$

or, $f(t) = f_c + \kappa f m(t)$

$\kappa_f = \frac{k f_c}{2C_0}$

is the frequency sensitivity of the modulator. The Eq. (5.42) is the required expression for the instantaneous frequency of an FM wave. In this way, we can generate an FM wave by direct method.

Direct FM may be generated also by a device in which the inductance of the resonant circuit is linearly varied by a modulating signal $n(t)$; in this case the modulating signal being the current.

The main advantage of the direct method is that it produces sufficiently high frequency deviation, thus requiring little frequency multiplication. But, it has poor frequency stability. A feedback scheme is used to stabilize the frequency in which the output frequency is compared with the constant frequency generated by highly stable crystal oscillator and the error signal is feedback to stabilize the frequency.

**DEMODULATION OF FM WAVES**

The process to extract the message signal from a frequency modulated wave is known as frequency demodulation. As the information in an FM wave is contained in its instantaneous frequency, the frequency demodulator has the task of changing frequency variations to amplitude variations. Frequency demodulation method is generally categorized into two types: direct method and indirect method. Under direct method category, we will discuss about limiter discriminator method and under indirect method, phase-locked loop (PLL) will be discussed.
Limiter Discriminator Method

Recalling the expression of FM signal,

\[ s(t) = A_c \cos \left[ 2\pi f_c t + 2\pi k_f \int_0^t m(t) \, dt \right] \]

In this method, extraction of \( n(t) \) from the above equation involves the three steps: amplitude limit, discrimination, and envelope detection.

A. Amplitude Limit

During propagation of the FM signal from transmitter to receiver the amplitude of the FM wave (supposed to be constant) may undergo changes due to fading and noise. Therefore, before further processing, the amplitude of the FM signal is limited to reduce the effect of fading and noise by using limiter as discussed in the section 5.9. The amplitude limitation will not affect the message signal as the amplitude of FM does not carry any information of the message signal.

B. Discrimination/ Differentiation

In this step we differentiate the FM signal as given by

\[ \frac{ds(t)}{dt} = \frac{d}{dt} \left[ A_c \cos \left( 2\pi f_c t + 2\pi k_f \int_0^t m(t) \, dt \right) \right] \]

\[ = \frac{d}{dt} \left[ A_c \cos \left( 2\pi f_c t + 2\pi k_f \int_0^t m(t) \, dt \right) \right] \frac{d}{dt} \left( 2\pi f_c t + 2\pi k_f \int_0^t m(t) \, dt \right) \]

\[ = -A_c \left[ 2\pi f_c + 2\pi k_f m(t) \right] \sin \left( 2\pi f_c t + 2\pi k_f \int_0^t m(t) \, dt \right) \]

Here both the amplitude and frequency of this signal are modulated.

In this case, the differentiator is nothing but a circuit that converts change in frequency into corresponding change in voltage or current as shown in Fig. 5.11. The ideal differentiator has transfer function

\[ H(j\omega) = j2nf \]
Instead of ideal differentiator, any circuit can be used whose frequency response is linear for some band in positive slope. This method is known as slope detection. For this, linear segment with positive slope of RC high pass filter or LC tank circuit can be used. Figure 5.13 shows the use of an LC circuit as a differentiator. The drawback is the limited linear portion in the slope of the tank circuit. This is not suitable for wideband FM where the peak frequency deviation is high.

A better solution is the ratio or balanced slope detector in which two tank circuits tuned at $f_c + \Delta f$ and $f_c - \Delta f$ are used to extend the linear portion as shown in below figure.
Another detector called Foster-seely discriminator eliminates two tank circuits but still offer the same linear as the ratio detector.

C. Envelope Detection

The third step is to send the differentiated signal to the envelope detector to recover the message signal.

**Phase-Locked Loop (PLL) as FM Demodulator**

A PLL consists of a multiplier, a loop filter, and a VCO connected together to form a feedback loop as shown in Fig. 5.15. Let the input signal be an FM wave as defined by

\[ s(t) = A_c \cos[2\pi f_c t + \phi_1(t)] \]

\[ \phi_1(t) = 2\pi k_f \int_0^t m(t) \, dt \]

![ PLL Demodulator Diagram ]

Fig: PLL Demodulator
Let the VCO output be defined by

\[ v_{VCO}(t) = A_v \sin[2\pi f_c t + \phi_2(t)] \]

where

\[ \phi_2(t) = 2nk_v \int_0^t v(t) \, dt \]

Here \( k_v \) is the frequency sensitivity of the VCO measured in hertz per volt. The multiplication of \( s(t) \) and \( v_{VCO}(t) \) results in

\[ s(t)v_{VCO}(t) = A_c \cos[2\pi f_c t + \phi_1(t)] A_v \sin[2\pi f_c t + \phi_2(t)] \]

\[ = \frac{A_c A_v}{2} \sin[4\pi f_c t + \phi_1(t) + \phi_2(t)] + \frac{A_c A_v}{2} \sin[\phi_2(t) - \phi_1(t)] \]

The high-frequency component is removed by the low-pass filtering of the loop filter. Therefore, the input signal to the loop filter can be considered as

\[ e(t) = \frac{A_c A_v}{2} \sin[\phi_2(t) - \phi_1(t)] \]

The difference \( \phi_2(t) - \phi_1(t) = \phi_e(t) \) constitutes the phase error. Let us assume that the PLL is in phase lock so that the phase error is very small. Then,

\[ \sin[\phi_2(t) - \phi_1(t)] \approx \phi_2(t) - \phi_1(t) \]

\[ \phi_e(t) = 2\pi k_v \int_0^t v(t) \, dt - \phi_1(t) \]
\[ e(t) = \frac{A_c A_v}{2} \Phi_e(t) \]

Differentiating Eq. (5.48) with respect to time, we get

\[ \frac{d\Phi_e(t)}{dt} = 2\pi k_v v(t) = \frac{d\Phi_1(t)}{dt} \]

Since

\[ v(t) = e(t) \ast h(t) = \frac{A_c A_v}{2} \left[ \Phi_e(t) \ast h(t) \right] \]

Eq. (5.50) becomes

\[ \frac{d\Phi_e(t)}{dt} = 2\pi k_v \frac{A_c A_v}{2} \left[ \Phi_e(t) \ast h(t) \right] - \frac{d\Phi_1(t)}{dt} \]

or

\[ \pi k_v A_c A_v \left[ \Phi_e(t) \ast h(t) \right] = \frac{d\Phi_1(t)}{dt} \]

Taking Fourier transform of Eq. (5.52), we get

\[ \pi k_v A_c A_v \Phi_e(f) H(f) - j2\pi f \Phi_e(f) = j2\pi f \Phi_1(f) \]

or

\[ \Phi_e(f) = \frac{j2\pi f}{\pi k_v A_c A_v H(f) - j2\pi f} \Phi_1(f) \]

or

\[ \Phi_e(f) = \frac{1}{j2\pi f} \Phi_1(f) \]

Fourier transform of Eq. (5.51) is

\[ V(f) = \frac{A_c A_v}{2} \Phi_e(f) H(f) \]

Substituting Eq. (5.53) into (5.54), we get

\[ V(f) = \frac{A_c A_v}{2} \frac{1}{\pi k_v A_c A_v H(f) - j2\pi f} \Phi_1(f) H(f) \]

We design \( H(f) \) such that

\[ \left| \frac{\pi k_v A_c A_v}{j2\pi f} H(f) \right| \gg 1 \]

in the frequency band \( |f| < W \) of the message signal.

\[ \therefore \]

\[ V(f) = \frac{A_c A_v}{2} \frac{1}{\pi k_v A_c A_v H(f)} \Phi_1(f) H(f) \]

\[ \text{or} \quad V(f) = \frac{1}{2\pi k_v} j2\pi f \Phi_1(f) \]

Taking inverse Fourier transform of Eq. (4.56), we get

\[ v(t) = \frac{1}{2\pi k_v} \frac{d\Phi_1(t)}{dt} \]

\[ = \frac{1}{2\pi k_v} \frac{d}{dt} \left\{ 2\pi k_f \int_0^t m(t) \, dt \right\} \]

\[ = \frac{1}{2\pi k_v} 2\pi k_f m(t) \]

\[ \therefore \quad v(t) = \frac{k_f}{k_v} m(t) \]

Since the control voltage of the VCO is proportional to the message signal, \( v(t) \) is the demodulated signal.
We observe that the output of the loop filter with frequency response $H(\nu)$ is the desired message signal. Hence the bandwidth of $H(\nu)$ should be the same as the bandwidth $W$ of the message signal. Consequently, the noise at the output of the loop filter is also limited to the bandwidth $W$. On the other hand, the output from the VCO is a wideband FM signal with an instantaneous frequency that follows the instantaneous frequency of the received FM signal.

**PREEMPHASIS AND DEEMPHASIS NETWORKS**

In FM, the noise increases linearly with frequency. By this, the higher frequency components of message signal are badly affected by the noise. To solve this problem, we can use a preemphasis filter of transfer function $H_p(\nu)$ at the transmitter to boost the higher frequency components before modulation. Similarly, at the receiver, the deemphasis filter of transfer function $H_d(\nu)$ can be used after demodulator to attenuate the higher frequency components thereby restoring the original message signal.

The preemphasis network and its frequency response are shown in Figure 5.19 (a) and (b) respectively. Similarly, the counter part for deemphasis network is shown in Figure 5.20.

![Figure](a) Pre-emphasis network. (b) Frequency response of pre-emphasis network.
Figure (a) Deemphasis network. (b) Frequency response of Deemphasis network.

In FM broadcasting, \( f_1 \) and \( f_2 \) are normally chosen to be 2.1 kHz and 30 kHz respectively.

The frequency response of preemphasis network is

\[
H_p(f) = \frac{(w_2)}{(w_1)} \frac{jw + w_1}{jw + w_2}
\]

Here, \( w = 2\pi f \) and \( w_1 = 2\pi f_1 \). For \( w \ll w_1 \),

\[
H_p(f) \approx 1
\]

And for \( w_1 \ll w \ll w_2 \),

\[
H_p(f) \approx \frac{j2\pi f}{w_1}
\]

So, the amplitude of frequency components less than 2.1 kHz are left unchanged and greater than that are increased proportional to \( f \).

The frequency response of deemphasis network is

\[
H_d(f) = \frac{w_1}{j2\pi f + w_1}
\]

For \( w \ll w_2 \),

\[
H_p(f) \approx \frac{j2\pi f + w_1}{w_1}
\]

such that

\[
H_p(f)H_d(f) \approx 1
\]

over the baseband of 0 to 15 KHz.
Comparison of AM and FM:

<table>
<thead>
<tr>
<th>S.NO</th>
<th>AMPLITUDE MODULATION</th>
<th>FREQUENCY MODULATION</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>Band width is very small which is one of the biggest advantage</td>
<td>It requires much wider channel (7 to 15 times) as compared to AM.</td>
</tr>
<tr>
<td>2.</td>
<td>The amplitude of AM signal varies depending on modulation index.</td>
<td>The amplitude of FM signal is constant and independent of depth of the modulation.</td>
</tr>
<tr>
<td>3.</td>
<td>Area of reception is large</td>
<td>The are of reception is small since it is limited to line of sight.</td>
</tr>
<tr>
<td>4.</td>
<td>Transmitters are relatively simple &amp; cheap.</td>
<td>Transmitters are complex and hence expensive.</td>
</tr>
<tr>
<td>5.</td>
<td>The average power in modulated wave is greater than carrier power. This added power is provided by modulating source.</td>
<td>The average power in frequency modulated wave is same as contained in un-modulated wave.</td>
</tr>
<tr>
<td>6.</td>
<td>More susceptible to noise interference and has low signal to noise ratio, it is more difficult to eliminate effects of noise.</td>
<td>Noise can be easily minimized amplitude variations can be eliminated by using limiter.</td>
</tr>
<tr>
<td>7.</td>
<td>it is not possible to operate without interference.</td>
<td>it is possible to operate several independent transmitters on same frequency.</td>
</tr>
<tr>
<td>8.</td>
<td>The maximum value of modulation index = 1, other wise over-modulation would result in distortions.</td>
<td>No restriction is placed on modulation index.</td>
</tr>
</tbody>
</table>

FM Transmitter

The FM transmitter is a single transistor circuit. In the telecommunication, the frequency modulation (FM) transfers the information by varying the frequency of carrier wave according to the message signal. Generally, the FM transmitter uses VHF radio frequencies of 87.5 to 108.0 MHz to transmit & receive the FM signal. This transmitter accomplishes the most excellent range with less power. The performance and working of the wireless audio transmitter circuit is depends on the induction coil & variable capacitor. This article will explain about the working of the FM transmitter circuit with its applications.

The FM transmitter is a low power transmitter and it uses FM waves for transmitting the sound, this transmitter transmits the audio signals through the carrier wave by the difference of frequency. The carrier wave frequency is equivalent to the audio signal of the amplitude and the FM transmitter produce VHF band of 88 to 108MHZ. Please follow the below link for: Know all About Power Amplifiers for FM Transmitter
Working of FM Transmitter Circuit

The following circuit diagram shows the FM transmitter circuit and the required electrical and electronic components for this circuit is the power supply of 9V, resistor, capacitor, trimmer capacitor, inductor, mic, transmitter, and antenna. Let us consider the microphone to understand the sound signals and inside the mic there is a presence of capacitive sensor. It produces according to the vibration to the change of air pressure and the AC signal.

The formation of the oscillating tank circuit can be done through the transistor of 2N3904 by using the inductor and variable capacitor. The transistor used in this circuit is an NPN transistor used for general purpose amplification. If the current is passed at the inductor L1 and variable capacitor then the tank circuit will oscillate at the resonant carrier frequency of the FM modulation. The negative feedback will be the capacitor C2 to the oscillating tank circuit.

To generate the radio frequency carrier waves the FM transmitter circuit requires an oscillator. The tank circuit is derived from the LC circuit to store the energy for oscillations. The input audio signal from the mic penetrated to the base of the transistor, which modulates the LC tank circuit carrier frequency in FM format. The variable capacitor is used to change the resonant frequency for fine modification to the FM frequency band. The modulated signal from the antenna is radiated as radio
waves at the FM frequency band and the antenna is nothing but copper wire of 20cm long and 24 gauge. In this circuit the length of the antenna should be significant and here you can use the 25-27 inches long copper wire of the antenna.

**Application of Fm Transmitter**
- The FM transmitters are used in the homes like sound systems in halls to fill the sound with the audio source.
- These are also used in the cars and fitness centers.
- The correctional facilities have used in the FM transmitters to reduce the prison noise in common areas.

**Advantages of the FM Transmitters**
- The FM transmitters are easy to use and the price is low
- The efficiency of the transmitter is very high
- It has a large operating range
- This transmitter will reject the noise signal from an amplitude variation.
UNIT IV
NOISE

- Noise in communication System,
- White Noise
- Narrowband Noise – In phase and Quadrature phase components
- Noise Bandwidth
- Noise Figure
- Noise Temperature
- Noise in DSB & SSB System
- Noise in AM System
- Noise in Angle Modulation System
- Threshold effect in Angle Modulation System
Noise in communication system

A signal may be contaminated along the path by noise. Noise may be defined as any unwanted introduction of energy into the desired signal. In radio receivers, noise may produce “hiss” in the loudspeaker output. Noise is random and unpredictable.

Noise is produced both external and internal to the system. External noise includes atmospheric noise (e.g., from lightning), galactic noise (thermal radiation from cosmic bodies), and industrial noise (e.g., from motors, ignition). We can minimize or eliminate external noise by proper system design. On the other hand, internal noise is generated inside the system. It is resulted due to random motion of charged particles in resistors, conductors, and electronic devices. With proper system design, it can be minimized but never can be eliminated. This is the major constraint in the rate of telecommunications.

- Noise is unwanted signal that affects wanted signal
- Noise is random signal that exists in communication systems

Effect of noise

- Degrades system performance (Analog and digital)
- Receiver cannot distinguish signal from noise
- Efficiency of communication system reduces

Types of noise

- Thermal noise/white noise/Johnson noise or fluctuation noise
- Shot noise
- Noise temperature
- Quantization noise

Noise temperature

Equivalent noise temperature is not the physical temperature of amplifier, but a theoretical construct, that is an equivalent temperature that produces that amount of noise power

\[ T_e = (F - 1) \]

White noise

One of the very important random processes is the white noise process. Noises in many practical situations are approximated by the white noise process. Most importantly, the white noise plays an important role in modelling of WSS signals.

A white noise process \( w(t) \) is a random process that has constant power spectral density at all frequencies. Thus

\[ S_W(\omega) = \frac{N_0}{2}, \quad -\infty < \omega < \infty \]
where $N_0$ is a real constant and called the intensity of the white noise. The corresponding autocorrelation function is given by

$$R_W(\tau) = \frac{N}{2} \delta(\tau) \quad \text{where } \delta(\tau) \quad \text{is the Dirac delta}$$

The average power of white noise

$$P_{\text{avg}} = E[W^2(t)] = \frac{1}{2\pi} \int_{-\infty}^{\infty} \frac{N}{2} \, d\omega$$

The autocorrelation function and the PSD of a white noise process is shown in Figure 1 below.

\[ fig: \text{auto correlation and psd of white noise} \]

**NARROWBAND NOISE (NBN)**

In most communication systems, we are often dealing with band-pass filtering of signals. Wideband noise will be shaped into band limited noise. If the bandwidth of the band limited noise is relatively small compared to the carrier frequency, we refer to this as narrowband noise.

the narrowband noise is expressed as as

$$n(t) = x(t)\cos(2\pi f_c t) - y(t)\sin(2\pi f_c t)$$

where $f_c$ is the carrier frequency within the band occupied by the noise. $x(t)$ and $y(t)$ are known as the quadrature components of the noise $n(t)$. The Hibert transform of $n(t)$ is

**Proof.**  
The Fourier transform of $n(t)$ is

$$N(f) = \frac{1}{2}X(f - f_c) + \frac{1}{2}X(f + f_c) + \frac{1}{2}Y(f - f_c) - \frac{1}{2}Y(f + f_c)$$

Let $\hat{N}(f)$ be the Fourier transform of $\hat{n}(t)$. In the frequency domain, $\hat{N}(f) = N(f)[-j \, \text{sgn}(f)]$. We simply multiply all positive frequency components of $N(f)$ by $-j$ and all negative frequency components of $N(f)$ by $j$. Thus
\( \hat{n}(t) = H[n(t)] = x(t)\sin(2\pi f_c t) + y(t)\cos(2\pi f_c t) \)

\( \hat{N}(f) = -j \frac{1}{2} X(f - f_c) + j \frac{1}{2} X(f + f_c) - j \frac{1}{2} Y(f - f_c) - j \frac{1}{2} Y(f + f_c) \)

\( \hat{N}(f) = -j \frac{1}{2} X(f - f_c) + j \frac{1}{2} X(f + f_c) + \frac{1}{2} Y(f - f_c) + \frac{1}{2} Y(f + f_c) \)

And the Inverse Fourier transform of \( \hat{N}(f) \) is

\( \hat{n}(t) = x(t)\sin(2\pi f_c t) + y(t)\cos(2\pi f_c t) \)

The quadrature components \( x(t) \) and \( y(t) \) can now be derived from equations

\[
x(t) = n(t)\cos 2\pi f_c t + \hat{n}(t)\sin 2\pi f_c t \\
y(t) = n(t)\cos 2\pi f_c t - \hat{n}(t)\sin 2\pi f_c t
\]

Fig: Generation of narrow band noise

Fig: Generation of quadrature components of \( n(t) \).

- Filters at the receiver have enough bandwidth to pass the desired signal but not too big to pass excess noise.
- Narrowband (NB) \( f_c \) center frequency is much bigger than the bandwidth.
- Noise at the output of such filters is called narrowband noise (NBN).
- NBN has spectral concentrated about some mid-band frequency \( f_c \)
The sample function of such NBN $n(t)$ appears as a sine wave of frequency $f_c$ which modulates slowly in amplitude and phase

**Input signal-to-noise ratio** ($\text{SNR}_i$): is the ratio of the average power of modulated signal $s(t)$ to the average power of the filtered noise.

**Output signal-to-noise ratio** ($\text{SNR}_o$): is the ratio of the average power of demodulated message to the average power of the noise, both measured at the receiver output.

**Channel signal-to-noise ratio** ($\text{SNR}_c$): is the ratio of the average power of modulated signal $s(t)$ to the average power of the noise in the message bandwidth, both measured at the receiver input.

**Noise figure**

The Noise figure is the amount of noise power added by the electronic circuitry in the receiver to the thermal noise power from the input of the receiver. The thermal noise at the input to the receiver passes through to the demodulator. This noise is present in the receive channel and cannot be removed. The noise figure of circuits in the receiver such as amplifiers and mixers, adds additional noise to the receive channel. This raises the noise floor at the demodulator

$$\text{Noise figure} = \frac{\text{signal to noise ratio at input}}{\text{signal to noise ratio at output}}$$

**Noise Bandwidth**

A filter’s equivalent noise bandwidth (ENBW) is defined as the bandwidth of a perfect rectangular filter that passes the same amount of power as the cumulative bandwidth of the channel selective filters in the receiver. At this point we would like to know the noise floor in our receiver, i.e. the noise power in the receiver intermediate frequency (IF) filter bandwidth that comes from kTB. Since the units of kTB are Watts/ Hz, calculate the noise floor in the channel bandwidth by multiplying the noise power in a 1 Hz bandwidth by the overall equivalent noise bandwidth in Hz.

**NOISE IN DSB-SC SYSTEM:**

Let the transmitted signal is

$$u(t)=A_c m(t) \cos(2\pi f_c t)$$
The received signal at the output of the receiver noise-limiting filter: Sum of this signal and filtered noise. A filtered noise process can be expressed in terms of its in-phase and quadrature components as

\[ n(t) = A(t) \cos[2\pi f_c t + \theta(t)] = A(t) \cos \theta(t) \cos(2\pi f_c t) - A(t) \sin \theta(t) \sin(2\pi f_c t) \]

where \( n_c(t) \) is in-phase component and \( n_s(t) \) is quadrature component.

Received signal (Adding the filtered noise to the modulated signal)

\[ r(t) = u(t) + n(t) = A_c m(t) \cos(2\pi f_c t) + n_c(t) \cos(2\pi f_c t) - n_s(t) \sin(2\pi f_c t) \]

Demodulate the received signal by first multiplying \( r(t) \) by a locally generated sinusoid \( \cos(2\pi f_c t + \Phi) \), where \( \Phi \) is the phase of the sinusoid. Then passing the product signal through an ideal lowpass filter having a bandwidth \( W \).

The multiplication of \( r(t) \) with \( \cos(2\pi f_c t + \Phi) \) yields

\[ r(t) \cos(2\pi f_c t + \Phi) = u(t) \cos(2\pi f_c t + \Phi) + n(t) \cos(2\pi f_c t + \Phi) + A_c m(t) \cos(2\pi f_c t) \cos(2\pi f_c t + \Phi) + n_c(t) \cos(2\pi f_c t + \Phi) - n_s(t) \sin(2\pi f_c t) \cos(2\pi f_c t + \Phi) \]

\[ = \frac{1}{2} A_c m(t) \cos(\Phi) + \frac{1}{2} A_c m(t) \cos(4\pi f_c t + \Phi) + \frac{1}{2} n_c(t) \cos(\Phi) + n_s(t) \sin(\Phi) \]

The low pass filter rejects the double frequency components and passes only the low pass components.

\[ y(t) = \frac{1}{2} A_c m(t) \cos(\Phi) + \frac{1}{2} [n_c(t) \cos(\Phi) + n_s(t) \sin(\Phi)] \]

the effect of a phase difference between the received carrier and a locally generated carrier at the receiver is a drop equal to \( \cos^2(\Phi) \) in the received signal power.

Phase-locked loop

The effect of a phase-locked loop is to generate phase of the received carrier at the receiver. If a phase-locked loop is employed, then \( \Phi = 0 \) and the demodulator is called a coherent or synchronous demodulator.
In our analysis in this section, we assume that we are employing a coherent demodulator.

With this assumption, we assume that \( \Phi = 0 \)

\[
Y(t) = \frac{1}{2} [A_c m(t) + n_c(t)]
\]

Therefore, at the receiver output, the message signal and the noise components are additive and we are able to define a meaningful SNR. The message signal power is given by

\[
P_0 = \frac{A_c^2}{4} P_M
\]

Power \( P_M \) is the content of the message signal.

The noise power is given by

\[
P_{n_0} = \frac{1}{4} P_{n_c} = \frac{1}{4} P_n
\]

The power content of \( n(t) \) can be found by noting that it is the result of passing \( n_w(t) \) through a filter with bandwidth \( B_c \). Therefore, the power spectral density of \( n(t) \) is given by

\[
S_n(f) = \begin{cases} 
\frac{N_0}{2} & \text{if } |f - f_c| < W \\
0 & \text{otherwise}
\end{cases}
\]

The noise power is

\[
P_n = \int_{-\infty}^{\infty} S_n(f) df = \frac{N_0}{2} \times 4W = 2WN_0
\]

Now we can find the output SNR as

\[
\left( \frac{S}{N} \right)_o = \frac{P_0}{P_{n_0}} = \frac{\frac{A_c^2}{4} P_M}{\frac{1}{4} 2WN_0} = \frac{A_c^2 P_M}{2WN_0}
\]

In this case, the received signal power, given by

\[
P_R = A_c^2 P_M / 2.
\]

The output SNR for DSB-SC AM may be expressed as

\[
\left( \frac{S}{N} \right)_{DSB} = \frac{P_R}{N_0 W}
\]

which is identical to baseband SNR.

In DSB-SC AM, the output SNR is the same as the SNR for a baseband system. DSB-SC AM does not provide any SNR improvement over a simple baseband communication system.
**NOISE IN SSB-SC SYSTEM:**

Let SSB modulated signal is
\[ u(t) = A_c m(t) \cos(2\pi f_c t) \pm \hat{m}(t) \sin(2\pi f_c t) \]

Input to the demodulator
\[
r(t) = A_c m(t) \cos(2\pi f_c t) + A_c \hat{m}(t) \sin(2\pi f_c t) + n(t)
\]
\[
= A_c m(t) \cos(2\pi f_c t) + A_c \hat{m}(t) \sin(2\pi f_c t) + n_c(t) \cos(2\pi f_c t) - n_c(t) \sin(2\pi f_c t)
\]
\[
= [A_c m(t) + n_c(t)] \cos(2\pi f_c t) + [\mp A_c \hat{m}(t) - n_c(t)] \sin(2\pi f_c t)
\]

Assumption: Demodulation with an ideal phase reference.

Hence, the output of the lowpass filter is the in-phase component (with a coefficient of \( \frac{1}{2} \)) of the preceding signal.

Parallel to our discussion of DSB, we have
\[
P_c = \frac{A_c^2}{4} P_M
\]
\[
P_{n_0} = \frac{1}{4} P_n
\]
\[
P_n = \int_{-W}^{W} S_n(f) df = \frac{N_0}{2} \times 2W = WN_0
\]
\[
P_R = P_U = A_c^2 P_M
\]
\[
\left( \frac{S}{N} \right)_{0_{SSB}} = \frac{P_R}{N_0 W} = \left( \frac{S}{N} \right)_b
\]

The signal-to-noise ratio in an SSB system is equivalent to that of a DSB system.

**Noise in Conventional AM**

DSB AM signal: \[ u(t) = A_c [1 + am_n(t)] \cos(2\pi f_c t) \]

Received signal at the input to the demodulator
\[
r(t) = A_c [1 + am_n(t)] \cos(2\pi f_c t) + n(t)
\]
\[
= A_c [1 + am_n(t)] \cos(2\pi f_c t) + n_c(t) \cos(2\pi f_c t) - n_c(t) \sin(2\pi f_c t)
\]
\[
= [A_c [1 + am_n(t)] + n_c(t)] \cos(2\pi f_c t) - n_c(t) \sin(2\pi f_c t)
\]

Where \( a \) is the modulation index
\( m_n(t) \) is normalized so that its minimum value is -1
If a synchronous demodulator is employed, the situation is basically similar to the DSB case, except that we have \( 1 + am_n(t) \) instead of \( m(t) \).

\[
y(t) = \frac{1}{2} [A_c am_n(t)] + n_c(t)
\]

Received signal power

\[
P_R = \frac{A_c^2}{2} \left[ 1 + a^2 P_{Ms} \right]
\]

\( \square \) Assumed that the message process is zero mean.

Now we can derive the output SNR as

\[
\left( \frac{S}{N} \right)_{out} = \frac{\frac{1}{2} A_c^2 a^2 P_{Ms}}{\frac{1}{2} P_n} - \frac{A_c^2 a^2 P_{Ms}}{2 N_0 W} = \frac{a^2 P_{Ms}}{1 + a^2 P_{Ms}} \frac{\frac{1}{2}}{\frac{1}{2} N_0 W} \frac{S}{N}
\]

\( \square \) \( \eta \) denotes the modulation efficiency

\( \square \) Since \( a^2 P_{Ms} < 1 + a^2 P_{Ms} \), the SNR in conventional AM is always smaller than the SNR in a baseband system.

- In practical applications, the modulation index \( a \) is in the range of 0.8-0.9.
- Power content of the normalized message process depends on the message source.
- Speech signals: Large dynamic range, \( P_M \) is about 0.1.
- The overall loss in SNR, when compared to a baseband system, is a factor of 0.075 or equivalent to a loss of 11 dB.

The reason for this loss is that a large part of the transmitter power is used to send the carrier component of the modulated signal and not the desired signal. To analyze the envelope-detector performance in the presence of noise, we must use certain approximations.

This is a result of the nonlinear structure of an envelope detector, which makes an exact analysis difficult.

In this case, the demodulator detects the envelope of the received signal and the noise process.

The input to the envelope detector is

\[
r(t) = [A_c [1 + am_n(t)] + n_c(t)] \cos(2\pi f_c t) - n_s(t) \sin(2\pi f_c t)
\]

Therefore, the envelope of \( r(t) \) is given by

\[
V_r(t) = \sqrt{[A_c [1 + am_n(t)] + n_c(t)]^2 + n_s^2(t)}
\]

Now we assume that the signal component in \( r(t) \) is much stronger than the noise component. Then
Therefore, we have a high probability that
\[ V_r(t) \approx A_r[1 + am_n(t)] + n_c(t) \]
After removing the DC component, we obtain
\[ r(t) = A_r am_n(t) + n_c(t) \]
which is basically the same as \( y(t) \) for the synchronous demodulation without the \( \frac{1}{2} \) coefficient.

This coefficient, of course, has no effect on the final SNR. So we conclude that, under the assumption of high SNR at the receiver input, the performance of synchronous and envelope demodulators is the same.

However, if the preceding assumption is not true, that is, if we assume that, at the receiver input, the noise power is much stronger than the signal power, then

\[ V_r(t) = \sqrt{[A_r[1 + am_n(t)] + n_c(t)]^2 + n_c^2(t)} \]
\[ = \sqrt{A_r^2[1 + am_n(t)]^2 + n_c^2(t) + n_c^2(t) + 2 A_r n_c(t)[1 + am_n(t)]} \]
\[ \approx \sqrt{(n_c^2(t) + n_c^2(t))[1 + \frac{2A_r n_c(t)}{n_c^2(t) + n_c^2(t)}(1 + am_n(t))]} \]
\[ \approx V_n(t) + A_r \frac{n_c(t)}{V_n^2(t)}(1 + am_n(t)) \]

(a) \( A_r^2[1 + am_n(t)]^2 \) is small compared with the other components
(b) \( \frac{n_c^2(t) + n_c^2(t)}{V_n(t)} = V_n(t) \) ; the envelope of the noise process

Use the approximation
\[ \sqrt{1 + \varepsilon} \approx 1 + \frac{\varepsilon}{2}, \quad \text{for small} \ \varepsilon, \ \text{where} \ \varepsilon = \frac{2A_r n_c(t)}{n_c^2(t) + n_c^2(t)}(1 + am_n(t)) \]

Then
\[ V_r(t) = V_n(t) + A_r \frac{n_c(t)}{V_n(t)}(1 + am_n(t)) \]

We observe that, at the demodulator output, the signal and the noise components are no longer additive. In fact, the signal component is multiplied by noise and is no longer distinguishable. In this case, no meaningful SNR can be defined. We say that this system is operating below the threshold.
The subject of threshold and its effect on the performance of a communication system will be covered in more detail when we discuss the noise performance in angle modulation.

**Effect of threshold in angle modulation system:**

FM THRESHOLD EFFECT FM threshold is usually defined as a Carrier-to-Noise ratio at which demodulated Signal-to-Noise ratio falls 1dB below the linear relationship. This is the effect produced in an FM receiver when noise limits the desired information signal. It occurs at about 10 dB, as earlier stated in the introduction, which is at a point where the FM signal-to-Noise improvement is measured. Below the FM threshold point, the noise signal (whose amplitude and phase are randomly varying) may instantaneously have amplitude greater than that of the wanted signal. When this happens, the noise will produce a sudden change in the phase of the FM demodulator output. In an audio system, this sudden phase change makes a “click”. In video applications the term “click noise” is used to describe short horizontal black and white lines that appear randomly over a picture.

An important aspect of analogue FM satellite systems is FM threshold effect. In FM systems where the signal level is well above noise received carrier-to-noise ratio and demodulated signal-to-noise ratio are related by:

\[ \frac{S}{N} = 3 \beta C/N \quad \text{Eqn 9} \]

where

- \( \frac{S}{N} \) = signal-to-noise ratio at output of FM demodulator
- \( \beta \) = FM deviation ratio or modulation index = \( \Delta f \) (in dB)
- \( C/N \) = carrier-to-noise ratio at input of FM demodulator
- \( \Delta f \) = peak deviation
- \( B \) = basebandwidth of signal being modulated

The expression however does not apply when the carrier-to-noise ratio decreases below a certain point. Below this critical point the signal-to-noise ratio decreases significantly. This is known as the FM threshold effect (FM threshold is usually defined as the carrier-to-noise ratio at which the demodulated signal-to-noise ratio fall 1 dB below the linear relationship given in Eqn 9. It generally is considered to occur at about 10 dB).

Below the FM threshold point the noise signal (whose amplitude and phase are randomly varying), may instantaneously have an amplitude greater than that of the wanted signal. When this happens the noise will produce a sudden change in the phase of the FM demodulator output. In an audio system this sudden phase change makes a "click". In video applications the term "click noise" is used to describe short horizontal black and white lines that appear randomly over a picture, because satellite communications systems are power limited they usually operate with only a small design margin above...
the FM threshold point (perhaps a few dB). Because of this circuit designers have tried to devise techniques to delay the onset of the FM threshold effect. These devices are generally known as FM threshold extension demodulators. Techniques such as FM feedback, phase locked loops and frequency locked loops are used to achieve this effect. By such techniques the onset of FM threshold effects can be delayed till the C/N ratio is around 7 dB.

**Noise in Angle Modulated Systems**

Like AM, noise performance of angle modulated systems is characterized by parameter $\gamma$

$$\gamma_{FM} = \frac{3}{2} \beta^2$$

If it is compared with AM

$$\frac{\gamma_{FM}}{\gamma_{AM}} = \frac{1}{2} \left( \frac{\omega_{FM}}{\omega_{AM}} \right)^2$$

Note if bandwidth ratio is increased by a factor 2. Then

$$\frac{\gamma_{FM}}{\gamma_{AM}}$$

Increases by a factor 4

This exchange of bandwidth and noise performance is an important feature of FM
Figure of merit \( \gamma = \frac{SNR_0}{SNR_c} \)

<table>
<thead>
<tr>
<th>CW-Modulation System</th>
<th>( SNR_0 )</th>
<th>( SNR_c )</th>
<th>Figure of merit</th>
<th>Figure of merit (single tone)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DSB-SC</td>
<td>( \frac{C^2A_c^2P}{2WN_0} )</td>
<td>( \frac{C^2A_c^2P}{2WN_0} )</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>SSB</td>
<td>( \frac{C^2A_c^2P}{4WN_0} )</td>
<td>( \frac{C^2A_c^2P}{4WN_0} )</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>AM</td>
<td>( \frac{A_c^2k_a^2P}{2WN_0} )</td>
<td>( \frac{A_c^2(1+k_a^2P)}{2WN_0} )</td>
<td>( \frac{k_a^2P}{1+k_a^2P} &lt; 1 )</td>
<td>( \frac{\mu^2}{2+\mu^2} )</td>
</tr>
<tr>
<td>FM</td>
<td>( \frac{3A_c^2k_f^2P}{2N_0W^3} )</td>
<td>( \frac{A_c^2}{2WN_0} )</td>
<td>( \frac{3k_f^2P}{W^3} )</td>
<td>( \frac{3}{2}\beta^2 )</td>
</tr>
</tbody>
</table>

\( P \) is the average power of the message signal.
\( C^2 \) is a constant that ensures that the ratio is dimensionless.
\( W \) is the message bandwidth.
\( A_c \) is the amplitude of the carrier signal.
\( k_a \) is the amplitude sensitivity of the modulator.
\( k_f \) is the frequency sensitivity of the modulator.
\( \mu = k_aA_m \) and \( A_m \) is the amplitude sinusoidal wave
\( \beta = \frac{\Delta f}{W} \) is the modulation index.
\( \Delta f \) is the frequency deviation.
UNIT-V

Receivers

Introduction:

In radio communications, a radio receiver is an electronic device that receives radio waves and converts the information carried by them to a usable form. The antenna intercepts radio waves (electromagnetic waves) and converts them to tiny alternating currents which are applied to the receiver and the receiver extracts the desired information. The receiver uses electronic filters to separate the desired radio frequency signal from all the other signals picked up by the antenna, an electronic amplifier to increase the power of the signal for further processing, and finally recovers the desired information through demodulation. The information produced by the receiver may be in the form of sound, moving images (television), or data. Radio receivers are very widely used in modern technology, as components of communications, broadcasting, remote control, and wireless networking systems.

Types of Receivers:

The component technology, and in particular semiconductor technology has surged forwards enabling much higher levels of performance to be achieved in a much smaller space. Many of the different radio receiver types have been around for many years. Some of them are

1. Tuned radio frequency, TRF:
   This type of radio receiver was one of the first that was used. The very first radio receivers of this type simply consisted of a tuned circuit and a detector. Crystal sets were early forms of TRF radios. Later amplifiers were added to boost the signal level, both at the radio frequencies and audio frequencies. There were several problems with this form of receiver. The main one was the lack of selectivity. Gain / sensitivity were also a use.

2. Regenerative receiver:
   The regenerative radio receiver significantly improved the levels of gain and selectivity obtainable. It used positive feedback and ran at the point just before oscillation occurred. In this way a significant multiplication in the level of "Q" of the tuned circuit was gained. Also major improvements in gain were obtained this way.

3. Super regenerative receiver:
   The super regenerative radio receiver takes the concept of regeneration a stage further. Using a second lower frequency oscillation within the same stage, this second oscillation quenches or interrupts the oscillation of the main regeneration – typically at frequencies of around 25 kHz or so above the audio range. In this way the main regeneration can be run so that the stage is effectively in oscillation where it provides very much higher levels of gain. Using the second quench oscillation, the effects of running the stage in oscillation are not apparent to the listener, although it does emit spurious signals which can cause interference locally.
4. Super heterodyne receiver:

   The super heterodyne form of radio receiver was developed to provide additional levels of selectivity. It uses the heterodyne or mixing process to convert signals done to a fixed intermediate frequency. Changing the frequency of the local oscillator effectively tunes the radio.

5. Direct conversion receiver:

   This type of radio format converts the signal directly down to the baseband frequency. Initially it was used for AM, Morse (CW) and SSB transmissions. Now it is widely used for digital communications where IQ demodulators are used to take advantage of the variety of phase shift keying, PSK, and quadrature amplitude modulation, QAM signals.

   Many of these different types of radio receiver are in widespread use today. Each type of radio has its own characteristics that lend its use to particular applications.

**Tuned Radio Frequency Receiver (TRF)**

   The tuned radio frequency receiver is one in which the tuning or selectivity is provided at the radio frequency stages. Tuning is provided by a tuned coil / capacitor combination, and then the signal is presented to a simple crystal or diode detector where the amplitude modulated signal is recovered. This is then passed straight to the headphones.

   The tuned radio frequency receiver was used in the early days of wireless technology but it is rarely used today as other techniques offering much better performance are available.

![Fig. Block diagram of Tuned radio frequency receiver](image)

**Operation:**

   TRF receiver consists of two or three stages of RF amplifiers, detector, audio amplifier and power amplifier. The RF amplifier stages placed between the antenna and detector are used to increase the strength of the received signal before it is applied to the detector. These RF amplifiers are tuned to fix frequency, amplify the desired band of frequencies. Therefore they provide amplification for selected band of frequencies and rejection for all others. As selection and amplification process is carried out in two or three stages and each stage must amplify the
same band of frequencies, the ganged tuning is provided.

The amplified signal is then demodulated using detector to recover the modulating signal. The recovered signal is amplified further by the audio amplifier followed by power amplifier which provides sufficient gain to operate a loud speaker. The TRF receivers suffered from number of annoying problems.

The tuned radio frequency receiver was popular in the 1920s as it provided sufficient gain and selectivity for the receiving the broadcast stations of the day. However tuning is difficult in which as each stage in the early radios needed to be adjusted separately. The TRF receiver has largely been disregarded in recent years. Other receiver topologies offer far better levels of performance, and with integrated circuit technology, the additional circuitry of other types of receiver is not an issue. Later ganged tuning capacitors were introduced, but by this time the superheterodyne receiver was becoming more widespread.

Disadvantages of TRF receiver

• Poor selectivity and low sensitivity in proportion to the number of tuned amplifiers used.
• Selectivity requires narrow bandwidth, and narrow bandwidth at a high radio frequency implies high Q or many filter sections.
• An additional problem for the TRF receiver is tuning different frequencies. All the tuned circuits need to tune together to the same frequency or track very closely. Another problem is to keep the narrow bandwidth tuning. Keeping several tuned circuits aligned is difficult.
• The bandwidth of a tuned circuit doesn’t remain constant and increases with the frequency increase.
• The need to have all RF stages track one another
• Instability due to large number of RF stages.
• Received bandwidth increases with frequency (varies with center frequency)
• Gain is non-uniform over a wide range of frequencies

Superheterodyne Receiver:

To solve basic problem of TRF receivers, first all the incoming RF frequencies are converted to fix lower frequency called Intermediate Frequency (IF). Then this fix intermediate frequency is amplified and detected to reproduce the original information. Since the characteristics of the IF amplifier are independent of the frequency to which the receiver is tuned, the selectivity and sensitivity of superheterodyne receivers are fairly uniform throughout its tuning range.

The basic concept and theory behind the superheterodyne radio involves the process of mixing. This enables signals to be translated from one frequency to another. The input frequency is often referred to as the RF input, whilst the locally generated oscillator signal is referred to as the local oscillator, and the output frequency is called the intermediate frequency as it is between the and audiofrequencies.
Fig. Block diagram of a Superheterodyne receiver

Operation:

Signals enter the receiver from the antenna and are applied to the RF amplifier where they are tuned to remove the image signal and also reduce the general level of unwanted signals on other frequencies that are not required.

The signals are then applied to the mixer along with the local oscillator where the wanted signal is converted down to the intermediate frequency. Here significant levels of amplification are applied and the signals are filtered. This filtering selects signals on one channel against those on the next. It is much larger than that employed in the front end. The advantage of the IF filter as opposed to RF filtering is that the filter can be designed for a fixed frequency. This allows for much better tuning. Variable filters are never able to provide the same level of selectivity that can be provided by fixed frequency ones.

Once filtered the next block in the superheterodyne receiver is the demodulator. This could be for amplitude modulation, single sideband, frequency modulation, or indeed any form of modulation. It is also possible to switch different demodulators in accordance to the mode being received.

The final element in the superheterodyne receiver block diagram is shown as an audio amplifier, although this could be any form of circuit block that is used to process or amplified the demodulated signal.

Another important circuit in the superheterodyne receiver is AGC and AFC circuit. AGC is used to maintain a constant output voltage level over a wide range of RF input signal levels.

It derives the dc bias voltage from the output of detector which is proportional to the amplitude of the received signal. This dc bias voltage is feedback to the IF amplifiers to control the gain of the receiver. As a result, it provides a constant output voltage level over a wide range of RF input signal levels. AFC circuit generated AFC signal which is used to adjust and stabilize the frequency of the local oscillator.
Advantages of the superheterodyne receiver

• IF stage permits use at very high frequencies.
• Because many components operate at the fixed IF, they can be optimized.
• Less expensive.
• Better selectivity
• Improved circuit stability.
• Uniform gain over a wide range of frequencies

Receiver Sections:

RF tuning & amplification:

RF amplifier provides initial gain and selectivity. RF amplifier is a simple class A circuit. This RF stage within the overall block diagram for the receiver provides initial tuning to remove the image signal. If noise performance for the receiver is important, then this stage will be designed for optimum noise performance. This RF amplifier circuit block will also increase the signal level so that the noise introduced by later stages is at a lower level in comparison to the wanted signal. A typical bipolar circuit as (a) and FET circuit as (b) is shown below.

Values of resistors R1 and R2 in the bipolar circuit are adjusted such that the amplifier works as a class A amplifier. The antenna is connected through coupling capacitor to the base of the transistor. This makes the circuit very broad band as the transistor will amplify virtually any signal picked up by the antenna. The collector is tuned with a parallel resonant circuit to provide the initial selectivity for the mixer input.

FET circuit Fig.(b) is more effective than the transistor circuit. Their high input impedance minimizes the loading on tuned circuits, thereby permitting the Q of the circuit to be higher and selectivity to be sharper.

Local oscillator:

The local oscillator circuit block can take a variety of forms. Early receivers used free running local oscillators. Today most receivers use frequency synthesizers, normally based around phase locked loops. These provide much greater levels of stability and enable frequencies to be programmed in a variety of ways.
**Mixer or Frequency Changer or Converter:**

Real-life mixers produce a variety of other undesired outputs, including noise and they may also suffer overload when very strong signals are present. Although very basic non-linear devices can actually perform a basic RF mixing or multiplication process, the performance will be far from the ideal, and where good receiver performance is required, the specification of the RF mixer must be match this expectation.

The basic process of RF mixing or multiplication where the incoming RF signal and a local oscillator are mixed or multiplied together to produce signals at the sum and difference frequencies is key to the whole operation of the superheterodyne receiver.

There are a number of considerations when looking at the receiver design and topology with respect to the RF mixer. There are many different forms of mixer that can be used, and the choice of the type depends very much upon the receiver and the anticipated performance.

**Separately Excited Mixer**

![Fig. Separately Excited Mixer](image)

In Separately excited mixer, one device acts as a mixer while the other supplies the necessary oscillations. Bipolar transistor T2 forms the Hartley oscillator circuit and oscillates with local frequency. FET T1 is a mixer whose gate is fed with the output of local oscillator and its bias is adjusted. The local oscillator varies the gate bias of the FET to vary its transconductance resulting intermediate frequency at the output. Output is taken through double tuned transformer in the drain of the mixer and fed to the IF amplifier.
Self Excited Mixer

Self Excited circuit oscillates and the transconductance of the transistor is varied in a nonlinear manner at the local oscillator gate. This variable transconductance is used by the transistor to amplify the incoming RF signal.

IF amplifier & filter:

**Tracking**

The Superheterodyne receiver has number of tunable circuits which must all be tuned correctly if any given station is to be received. The ganged tuning is employed which mechanically couples all tuning circuits so that only one tuning control is required. Usually there are three tuned circuits: Antenna or RF tuned circuit, Mixer tuned circuit and local oscillator tuned circuit.

All these circuits must be tuned to get proper RF input and to get IF frequency at the output of the mixer. The process of tuning circuit to get the desired output is called Tracking. Tracking error will result in incorrect frequency being fed to the IF amplifier and these must be avoided.

To avoid tracking errors, ganged capacitors with identical sections are used. A different value of inductance and capacitors called trimmers and padders are used to adjust the capacitance of the oscillator to the proper range. Common methods used for tracking are

- Padder Tracking
- Trimmer Tracking
- Three-Point Tracking

**Intermediate IF amplifier:**

Figure shows two Stage IF Amplifier. Two stages are transformer coupled and all IF
transformers are single tuned i.e., tuned for single frequency.

IF amplifiers are tuned voltage amplifiers which are tuned for the fixed frequency. Its function is to amplify only tuned frequency signal and reject all others. Most of the receiver gain is provided by the IF amplifiers and the required gain is obtained usually by two or more stages of IF amplifiers are required.

![Two Stage IF Amplifier](image)

**Automatic Gain Control, AGC:**

An automatic gain control is incorporated into most superheterodyne radios. Its function is to reduce the gain for strong signals so that the audio level is maintained for amplitude sensitive forms of modulation, and also to prevent overloading. It is a system in which the overall gain of a radio receiver is varied automatically with the variations in the strength of the receiver signal to maintain the output substantially constant.

When the average signal level increases, the size of the AGC bias increases and the gain is deceased. When there is no signal, there is a minimum AGC bias and the amplifiers produce maximum gain. There are two types of AGC circuits. They are Simple AGC and Delayed AGC.

**Simple AGC**

In Simple AGC, the AGC bias starts to increase as soon as the received signal level exceeds the background noise level. As a result, receiver gain starts falling down, reducing the sensitivity of the receiver.

In the circuit, the dc bias produced by half wave rectifier is used to control the gain of RF or IF amplifier. The time constant of the filter is kept at least 10 times longer than the period of the lowest modulation frequency received. If the time constant is kept longer, it will give better filtering. The recovered signal is then passes through capacitor to remove dc. The resulting ac signal is further amplified and applied to the loud speaker.
**Delayed AGC**

In simple AGC, the unwanted weak signals (noise signals) are amplified with high gain. To avoid this, in delayed AGC circuits, AGC bias is not applied to amplifiers until signal strength has reached a predetermined level, after which AGC bias is applied as with simple AGC, but more strongly.

AGC output is applied to the difference amplifier. It gives dc AGC only when AGC output generated by diode detector is above certain dc threshold voltage. This threshold voltage can be adjusted by adjusting the voltage at the positive input of the operational amplifier.

**Demodulator:**

The superheterodyne receiver block diagram only shows one demodulator, but in reality
radios may have one or more demodulators dependent upon the type of signals being received.

**Audio amplifier:**

Once demodulated, the recovered audio is applied to an audio amplifier block to be amplified to the required level for loudspeakers or headphones. Alternatively, the recovered modulation may be used for other applications whereupon it is processed in the required way by a specific circuit block.

**Receiver Characteristics**

The performance of the radio receiver can be measured in terms of the following receiver characteristics:

- Selectivity
- Sensitivity
- Fidelity
- Image frequency and its rejection
- Double Spotting

**Selectivity**

The ability of the receiver to select the wanted signals among the various incoming signals is termed as Selectivity. It rejects the other signals at closely lying frequencies. Selectivity of a receiver changes with incoming signal frequency and are poorer at high frequencies.

Selectivity in a receiver is obtained by using tuned circuits. These are LC circuits tuned to resonate at a desired signal frequency. The Q of these tuned circuits determines the selectivity. Selectivity shows the attenuation that the receiver offers to signals at frequencies near to the one to which it is tuned. A good receiver isolates the desired signal in the RF spectrum and eliminates all other signals.

**Sensitivity**

The sensitivity of a radio receiver is its ability to amplify weak signals. It is often defined in terms of the voltage that must be applied to the receiver input terminals to give a standard output power, measured at the output terminals. The most important factors determining the sensitivity of a superheterodyne receiver are the gain of the IF amplifier(s) and that of the RF amplifier. The more gain that a receiver has, the smaller the input signal necessary to produce the desired output power. Therefore sensitivity is a primary function of the overall receiver gain. Good communication receiver has a sensitivity of 0.2 to 1 µV.

**Fidelity**

Fidelity refers to the ability of the receiver to reproduce all the modulating frequencies equally. Figure shows the typical fidelity curve for radio receiver.
The fidelity at the lower modulating frequencies is determined by the low frequency response of the IF amplifier and the fidelity at the higher modulating frequencies is determined by the high frequency response of the IF amplifier. Fidelity is difficult to obtain in AM receiver because good fidelity requires more bandwidth of IF amplifier resulting in poor selectivity.

**Image frequency and its Rejection**

In a standard broadcast receiver the local oscillator frequency is made higher than the incoming signal frequency for reasons that will become apparent. It is made equal at all times to the signal frequency plus the intermediate frequency. Thus $f_0=fs+fi$ or $f_0=fs-fi$, no matter what the signal frequency may be. When $f_0$ and $fs$ are mixed, the difference frequency, which is one of the by-products, equal to $fi$ is passed and amplified by the IF stage. If a frequency $fsi$ manages to reach the mixer, such that $fsi=f_0+fi$, that is, $fsi=fs+2fi$ then this frequency will also produce $fi$ when mixed with $f_0$.

Unfortunately, this spurious intermediate-frequency signal will also be amplified by the IF stage and will therefore provide interference. This has the effect of two stations being received simultaneously and is naturally undesirable. The term $fsi$ is called image frequency and is defined as the signal frequency plus twice the intermediate frequency.

The rejection of an image frequency by a single tuned circuit, i.e., the ratio of the gain at the signal frequency to the gain at the image frequency, is given by

$$\alpha=\sqrt{1+Q^2\rho^2}$$

where $Q=$ loaded $Q$ of tuned circuit

If the receiver has an RF stage, then there are two tuned circuits, both tuned to $fs$. The rejection of each will be calculated by the same formula, and the total rejection will be product of the two.

Image rejection depends on the front-end selectivity of the receiver and must be achieved before the IF stage. Once the spurious frequency enters the first IF amplifier, it becomes impossible to remove it from the wanted signal.
Double spotting

This is well-known phenomenon, which manifests itself by the picking up of the same shortwave station at two nearby points on the receiver dial. It is caused by poor front-end selectivity, i.e., inadequate image-frequency rejection. That is to say, the front end of the receiver does not select different adjacent signals very well, but the IF stage takes care of eliminating almost all of them.

As a matter of interest, double spotting may be used to calculate the intermediate frequency of an unknown receiver, since the spurious point on the dial is precisely 2f, below the correct frequency. An improvement in image-frequency rejection will produce a corresponding reduction in double spotting.

FM Receiver

![Fig. Block diagram of FM receiver](image)

FM receiver is a Superheterodyne receiver and the basic block diagram is same as AM receiver. The basic differences are as follows.

1. Generally much higher operating frequencies in FM
2. Need for limiting and de-emphasis in FM.
3. Totally different methods of demodulation.
4. Different methods of obtaining AGC.

Comparison with AM Receiver

Different stages of FM receiver are explained below.
RF Amplifier

Since FM signal has a larger bandwidth it is likely to encounter more noise. Hence to reduce the noise figure of the receiver, an RF amplifier is used. The RF amplifier stage matches the antenna to the receiver. For this purpose and to avoid neutralization, grounded-base or grounded gate circuits are employed for this stage. Both circuits have low input impedance, suitable for matching with antenna impedance and neither require neutralization.

Fig. Grounded-gate FET RF amplifier

In figure, since gate terminal is grounded, the input and output sides are isolated for RF purposes. There is no feedback and hence no instability. Therefore circuit does not require neutralization. The low impedance of the FET amplifier is matched to antenna through a tuned RF transformer. Both the input and output tank circuits are tuned to carrier frequency.

Oscillators and Mixers

The oscillator circuit may be Clapp and Colpitts which is suited in VHF operation. Tracking is not normally much of a problem in FM broadcast receivers. This is because the tuning frequency is only 1.25:1.much less than in AM broadcasting.

The mixer stage uses a tuned circuit as its load. The circuit is tuned to Intermediate frequency of 10.7 MHz and hence selects the difference between incoming carrier frequency and locally generated oscillator frequency.

Intermediate Frequency and IF amplifier

The types and operation do not differ much from their AM counterparts. But the intermediate frequency and bandwidth required are far higher than in AM broadcast receivers. For receivers operating in the 88 to 108 MHz band is an IF of 10.7 MHz and a bandwidth of 200 KHz. Due to large bandwidth, gain per stage may be low. Two IF amplifier stages are often provided, in which case the shrinkage of bandwidth as stages are cascaded must be taken into account.
Amplitude Limiter:

Frequency modulation is developed to provide a communication system which is less noise sensitive than AM system. The most of the noise accompanying the desired signal accompanies it as AM. Thus the intelligence is contained in the frequency variation of signal. So at the receiver remove all the amplitude variations without loss of the information content of the desired signal. To remove the amplitude variations of the signal is the main function of the limiter. At the output of the limiter stage, a constant amplitude signal is obtained even though the amplitude of input signal may be varying.

Limiter is basically a clipper circuit which clips off the undesired amplitude variations of the input signal. The input signal provides the bias for the FET circuit. Negative bias increases as input increases and hence it lowers the gain of the amplifier for high amplitude of the input signal and output voltage remains constant.

The basic function of the limiter is flat topping (Squaring off) the upper and lower extremities of the signal.

Although the signal is distorted, it makes no difference as far as FM is considered, since
the information is contained in frequency variation and not in amplitude variation.

**Use of AGC and Double Limiting**

Sometimes it is quite practicable that average input signal amplitude may lie outside the limiting range. As a result, further limiting becomes necessary. The solution for this is the use of double limiter consisting two amplitude limiters in cascade. This gives satisfactory limiting range.

An alternative to the used of second limiter is automatic gain control. The AGC ensures, by reducing the gain for higher signal strengths, that the signal applied to the limiter is within the limiting range of the limiter. This also prevents the overloading of the last IF amplifier stage.
PULSE MODULATION

Introduction:

Pulse Modulation

- Carrier is a train of pulses
- Example: Pulse Amplitude Modulation (PAM), Pulse width modulation (PWM), Pulse Position Modulation (PPM)

Types of Pulse Modulation:

- The immediate result of sampling is a pulse-amplitude modulation (PAM) signal
- PAM is an analog scheme in which the amplitude of the pulse is proportional to the amplitude of the signal at the instant of sampling
- Another analog pulse-forming technique is known as pulse-duration modulation (PDM). This is also known as pulse-width modulation (PWM)
- Pulse-position modulation is closely related to PDM

Pulse Amplitude Modulation:

In PAM, amplitude of pulses is varied in accordance with instantaneous value of modulating signal.

PAM Generation:

The carrier is in the form of narrow pulses having frequency $f_c$. The uniform sampling takes place in multiplier to generate PAM signal. Samples are placed $T_s$ sec away from each other.
PAM Modulator:

- The circuit is simple emitter follower.
- In the absence of the clock signal, the output follows input.
- The modulating signal is applied as the input signal.
- Another input to the base of the transistor is the clock signal.
- The frequency of the clock signal is made equal to the desired carrier pulse train frequency.
- The amplitude of the clock signal is chosen the high level is at ground level (0v) and low level at some negative voltage sufficient to bring the transistor in cutoff region.
- When clock is high, circuit operates as emitter follower and the output follows in the input modulating signal.
- When clock signal is low, transistor is cutoff and output is zero.
- Thus the output is the desired PAM signal.

PAM Demodulator:

- The PAM demodulator circuit which is just an envelope detector followed by a second order op-amp low pass filter (to have good filtering characteristics) is as shown below.

![PAM Demodulator Diagram](image)
Pulse Width Modulation:

- In this type, the amplitude is maintained constant but the width of each pulse is varied in accordance with instantaneous value of the analog signal.

- In PWM information is contained in width variation. This is similar to FM.

- In pulse width modulation (PWM), the width of each pulse is made directly proportional to the amplitude of the information signal.

Pulse Position Modulation:

- In this type, the sampled waveform has fixed amplitude and width whereas the position of each pulse is varied as per instantaneous value of the analog signal.

- PPM signal is further modification of a PWM signal.

PPM & PWM Modulator:

- The PPM signal can be generated from PWM signal.

- The PWM pulses obtained at the comparator output are applied to a mono stable multi vibrator which is negative edge triggered.
• Hence for each trailing edge of PWM signal, the monostable output goes high. It remains high for a fixed time decided by its RC components.

• Thus as the trailing edges of the PWM signal keeps shifting in proportion with the modulating signal, the PPM pulses also keep shifting.

• Therefore all the PPM pulses have the same amplitude and width. The information is conveyed via changing position of pulses.

Fig.15. PWM & PPM Modulation waveforms

PWM Demodulator:

Fig.16. PWM Demodulator
• Transistor T1 works as an inverter.

• During time interval A-B when the PWM signal is high the input to transistor T2 is low.

• Therefore, during this time interval T2 is cut-off and capacitor C is charged through an R-C combination.

• During time interval B-C when PWM signal is low, the input to transistor T2 is high, and it gets saturated.

• The capacitor C discharges rapidly through T2. The collector voltage of T2 during B-C is low.

• Thus, the waveform at the collector of T2 is similar to saw-tooth waveform whose envelope is the modulating signal.

• Passing it through 2nd order op-amp Low Pass Filter, gives demodulated signal.

**PPM Demodulator:**

![PPM Demodulator Diagram](image)

Fig.17. PPM Demodulator

• The gaps between the pulses of a PPM signal contain the information regarding the modulating signal.

• During gap A-B between the pulses the transistor is cut-off and the capacitor C gets charged through R-C combination.

• During the pulse duration B-C the capacitor discharges through transistor and the collector voltage becomes low.

• Thus, waveform across collector is saw-tooth waveform whose envelope is the modulating signal.

• Passing it through 2nd order op-amp Low Pass Filter, gives demodulated signal.