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DEPARTMENT OF INFORMATION TECHNOLOGY

VISION

> To achieve high quality education in technical education that provides the
skills and attitude to adapt to the global needs of the Information technologysector, through
academic and research excellence.

MISSION
> To equip the students with the cognizance for problem solving and to improve
the teaching learning pedagogy by using innovative techniques.
> To strengthen the knowledge base of the faculty and students with the
motivation towards possession of effective academic skills and relevant research experience.

> To promote the necessary moral and ethical values among the engineers for
the betterment of the society.




PROGRAMME EDUCATIONAL OBJECTIVES (PEOs)

PEO1 - PROFESSIONALISM &CITIZENSHIP

To create and sustain a community of learning in which students acquire knowledge and
learn to apply it professionally with due consideration for ethical, ecological and
economic issues.

PEO2 — TECHNICAL ACCOMPLISHMENTS

To provide knowledge based services to satisfy the needs of society and the industry by
providing hands on experience in various technologies in core field.

PEO3 — INVENTION, INNOVATION AND CREATIVITY

To make the students to design, experiment, analyze, interpret in the core field with the
help of other multi-disciplinary concepts wherever applicable.

PEO4 — PROFESSIONAL ETHICS

To educate the students to disseminate research findings with good soft skills and become
a successful entrepreneur.

PEOS - HUMAN RESOURCE DEVELOPMENT

To graduate the students in building national capabilities in technology, education and
research.




PROGRAM SPECIFIC OUTCOMES (PSOs)

After the completion of the course, B. Tech Information Technology, thegraduates will
have the following Program Specific Outcomes:

1.

Fundamentals and critical knowledge of the Computer System:- Able to
Understand the working principles of the computer System and its components ,
Apply the knowledge to build, asses, and analyze the software and hardware aspects
of it.

The comprehensive and Applicative knowledge of Software Development:
Comprehensive skills of Programming Languages, Software process models,
methodologies, and able to plan, develop, test, analyze, and manage the software
and hardware intensive systems in heterogeneous platforms individually or
working inteams.

Applications of Computing Domain & Research: Able to use the professional,
managerial, interdisciplinary skill set, and domain specific tools in development
processes, identify the research gaps, and provide innovative solutions to them.




PROGRAM OUTCOMES (POs)

Engineering Graduates will be able to:

1.

10.

11.

12.

Engineering knowledge: Apply the knowledge of mathematics, science, engineering
fundamentals, and an engineering specialization to the solution of complex engineering
problems.

Problem analysis: Identify, formulate, review research literature, and analyze complex
engineering problems reaching substantiated conclusions using first principles of
mathematics, natural sciences, and engineering sciences.

Design / development of solutions: Design solutions for complex engineering problems
and design system components or processes that meet the specified needswith appropriate
consideration for the public health and safety, and the cultural, societal, and environmental
considerations.

Conduct investigations of complex problems: Use research-based knowledge and
research methods including design of experiments, analysis and interpretation of data, and
synthesis of the information to provide valid conclusions.

Modern tool usage: Create, select, and apply appropriate techniques, resources, and
modern engineering and IT tools including prediction and modeling to complex
engineering activities with an understanding of the limitations.

The engineer and society: Apply reasoning informed by the contextual knowledge to
assess societal, health, safety, legal and cultural issues and the consequent responsibilities
relevant to the professional engineering practice.

Environment and sustainability: Understand the impact of the professional engineering
solutions in societal and environmental contexts, and demonstrate the knowledge of, and
need for sustainable development.

Ethics: Apply ethical principles and commit to professional ethics and responsibilitiesand
norms of the engineering practice.

Individual and team work: Function effectively as an individual, and as a member or
leader in diverse teams, and in multidisciplinary settings.

Communication: Communicate effectively on complex engineering activities with the
engineering community and with society at large, such as, being able to comprehend and
write effective reports and design documentation, make effective presentations, and give
and receive clear instructions.

Project management and finance : Demonstrate knowledge and understandingof the
engineering and management principles and apply these to one’s own work, asa member
and leader in a team, to manage projects and in multi disciplinary environments.

Life- long learning: Recognize the need for, and have the preparation and ability to
engage in independent and life-long learning in the broadest context of technological
change.
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DEPARTMENT OF INFORMATION TECHNOLOGY
GENERAL LABORATORY INSTRUCTIONS

1. Students are advised to come to the laboratory at least 5 minutes before (to the starting time),
those who come after 5 minutes will not be allowed into the lab.

2. Plan your task properly much before to the commencement, come prepared to the lab with the
synopsis / program/ experiment details.

3. Student should enter into the laboratory with:

a. Laboratory observation notes with all the details (Problem statement, Aim, Algorithm,
Procedure, Program, Expected Output, etc.,) filled in for the lab session.

b. Laboratory Record updated up to the last session experiments and other utensils (if any) neededin
the lab.

c. Proper Dress code and ldentity card.

4. Sign in the laboratory login register, write the TIME-IN, and occupy the computer system allotted to
you bythe faculty.

5. Execute your task in the laboratory, and record the results / output in the lab observation note book,
and get certified by the concerned faculty.

6. All the students should be polite and cooperative with the laboratory staff, must maintain the
discipline and decency in the laboratory.

7. Computer labs are established with sophisticated and high-end branded systems, which should be
utilized properly.

8. Students / Faculty must keep their mobile phones in SWITCHED OFF mode during the lab sessions.
Misuse of the equipment, misbehaviors with the staff and systems etc., will attract severe
punishment.

9. Students must take the permission of the faculty in case of any urgency to go out; if anybody found
loitering outside the lab / class without permission during working hours will be treated seriously and
punished appropriately.

10. Students should LOG OFF/ SHUT DOWN the computer system before he/she leaves the lab after
completing the task (experiment) in all aspects. He/she must ensure the system / seat is kept

properly.

HEAD OF THE DEPARTMENT PRINCIPAL




MALLA REDDY COLLEGE OF ENGINEERING AND TECHNOLOGY
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--13/1.5
(R20A1283)DATA WAREHOUSING AND DATA MINING
COURSE OBJECTIVES:
1. To identify how to build a data warehouse and query it (using open source tools like Pentaho Data
Integration and Pentaho Business Analytics)
2. To get an understanding of data mining tasks using a data mining toolkit (such as open source WEKA)
3. To understand the data sets and data preprocessing
4. To study the working of algorithms for data mining tasks such as association rulemining, classification,
clustering and regression

5. To get acquainted to the data mining techniques with varied input values for different parameters

LIST OF EXPERIMENTS: Experiments using Weka / Clementine Tools
1. Installation of WEKA Tool

Creating new Arff File

Data Processing Techniques on Data set.

Data cube construction — OLAP operations

Implementation of Apriori algorithm

Implementation of FP — Growth algorithm

Implementation of Decision Tree Induction

Calculating Information gain measures

© 00 N o gk~ wDd

Classification of data using Bayesian approach
10.Classification of data using K — Nearest Neighbor Approach.

11.Implementation of K — means algorithm

COURSE OUTCOMES:

To specify which data processing technique can be applied

To construct a Data cube

To implement mining algorithms as a component to the existing tools
To differentiate the approaches based on classification

To associate mining techniques for realistic data

okrwnPE
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Experiment 1: Installation of WEKA Tool

Introduction

Weka (pronounced to rhyme with Mecca) is a workbench that contains a collection of visualization
tools and algorithms for data analysis and predictive modeling, together with graphical user
interfaces for easy access to these functions. The original non-Java version of Weka was a Tcl/Tk
front-end to (mostly third-party) modeling algorithms implemented in other programming
languages, plus data preprocessing utilities in C, and Make file-based system for running machine
learning experiments. This original version was primarily designed as a tool for analyzing data
from agricultural domains, but the more recent fully Java-based version (Weka 3), for which
development started in 1997, is now used in many different application areas, in particular for
educational purposes and research. Advantages of Weka include:

» Free availability under the GNU General Public License.

= Portability, since it is fully implemented in the Java programming language and thus runs
on almost any modern computing platform

= A comprehensive collection of data preprocessing and modeling techniques

» Ease of use due to its graphical user interfaces

Installing Weka on Windows:

Step 1: Visit this website using any web browser. Click on Free Download.

& > C @ filehorse.com/d.

QO Weka (64-bit) )

t 2020 -
Features

Latest Version: Weka 3.9.5 (64-bit)

Requirements: W
User Rating: 1 8.8 8

Author / Product: Weka Team / Weka (64-bi

ws XP64

Old Versions: | Select Version b

Weka 64-bit (Waikato Env pular suite of
machine learning soft
algorithms for data mini

source soft ne GNU General Public License

Step 2: It will redirect to a new webpage, click on Start Download. Downloading of the executable file will
start shortly. It is a big 118 MB file that will take some minutes
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https://www.filehorse.com/download-weka-64/

& C @ filehorse.com W @ Incognito

Weka 3.9.5 (64-bit) Key details about this
download
o The file will be downloaded from
@ Security Status secure FileHorse servers
To keep our website clean and safe please report o This file is safe and scanned with 51
any issues regarding this download antivirus apps (Virus-Total report)

o Allfiles are in original form. FileHorse
does not repack or modify downloads
in any way

Step 3: Now check for the executable file in downloads in your system and run it.

Step 4: It will prompt confirmation to make changes to your system. Click on Yes.

Program name:  weka-3-9-5-azul-zulu-windows.exe

Publisher: Unknown
File origin: Downloaded from the Internet ;
fV? Show details “ Yes ‘ [ No }

Change when these notifications appear

Step 5: Setup screen will appear, click on Next.

Welcome to the Weka 3.9.5 Setup
Wizard

This wizard will guide you through the installation of Weka
3.9.5.

Itis recommended that you dose all other applications
before starting Setup. This will make it possible to update
relevant system files without having to reboot your
computer.

Click Next to continue.

Information Technology Page 11




Step 6: The next screen will be of License Agreement, click on | Agree.

Please review the license terms before installing Weka 3.9.5.

Press Page Down to see the rest of the agreement.

GNU GENERAL PUBLIC LICENSE -
Version 3, 29 June 2007 3

Copyright (C) 2007 Free Software Foundation, Inc. <http://fsf.org/>
Everyone is permitted to copy and distribute verbatim copies
of this license document, but changing it is not allowed.

Preamble

The GNU General Public License is a free, copyleft license for
software and other kinds of works. -

If you accept the terms of the agreement, diick I Agree to continue, You must accept the
agreement to install Weka 3.9.5.

08-Mar-2013.cvs

< Back ][ I Agree ][ Cancel

Step 7: Next screen is of choosing components, all components are already marked so don’t change
anything just click on the Install button.

Choose which features of Weka 3.9.5 you want to install.

Check the components you want to install and uncheck the components you don't want to
install. Click Next to continue.

Select the type of install: [Fuﬂ v]

Or, select the optional Associate Files
components you wish to
install:

Description
ition

Space required: 301.0MB

Step 8: The next screen will be of installing location so choose the drive which will have sufficient
memory space for installation. It needed a memory space of 301 MB.

Information Technology Page 12




ﬂ Choose Install Location

Choose the folder in which to install Weka 3.9.5.

Setup will install Weka 3.9.5 in the following folder. To install in a different folder, dlick Browse
and select another folder. Click Next to continue.

Destination Folder

C:\Program Files\Weka-3-9-5

Space required: 301.0MB
Space available: 59.3GB

[ < Back ][ Next > ][ Cancel ]

Step 9: Next screen will be of choosing the Start menu folder so don’t do anything just click on Install
Button.

Choose Start Menu Folder
Choose a Start Menu folder for the Weka 3.9.5 shortcuts.

Select the Start Menu folder in which you would like to create the program'’s shortcuts. You
can also enter a name to create a new folder.

Weka 3.9.5

Accessories

Administrative Tools

Adobe

AnyDesk

Flex Windows

Free Cam 8

Games

Intel PROSet Wireless
Internet Download Manager
IP Messenger for Win

Java bt

[7]Do not create shortcuts
Mullsoft Install 5 -1

] »

[

[ <Back | mstal | [ concel |

Step 10: After this installation process will start and will hardly take a minute to complete the
installation. .
| Weka 395 Setup. [=e] x T

Installing
Please wait while Weka 3.9.5 is being installed.

Extract: package-summary.html
-———

h Extract: MultiScheme.html... 100% -
Extract: RandomCommittee.html... 100%

Extract: RandomSubSpace.html... 100%

Extract: RandomizableFilteredClassifier.html... 100%

Extract: RegressionByDiscretization.html... 100%

Extract: Stacking.html... 100%

Extract: Vote.html... 100%

Extract: WeightedInstancesHandlerWrapper.html... 100%

Extract: package-frame.html... 100% B

< Back Next > Cancel

Step 11: Click on the Next button after the installation process is complete.
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Installation Complete
Setup was completed successfully.

Completed
L_EEEEEEE————
Output folder: C:\Program Files\Weka-3-9-5 -~

Create shortcut: C:\Program Files\Weka-3-3-5\Weka 3.9.5.Ink

Create shortcut: C:\Program Files\Weka-3-3-5\Weka 3.9.5 (with console).Ink

Created uninstaller: C:\Program Files\Weka-3-3-5\uninstall.exe

Qutput folder: C:\ProgramData\Microsoft\Windows\Start Menu'\Programs\Weka 3.9.5
Create shortcut: C:\ProgramData\Microsoft\Windows\Start Menu\Programs\Weka 3....
Create shortcut: C:\ProgramDataWicrosoft\Windows\Start Menu\Programs\Weka 3....
Create shortcut: C:\ProgramData\Microsoft\Windows\Start Menu\Programs\Weka 3....
Create shortcut: C:\ProgramDataWMicrosoft\Windows\Start Menu'\Programs\Weka 3.... E

Completed Va:

< Back Cancel

Completing the Weka 3.9.5 Setup
Wizard

Weka 3.9.5 has been installed on your computer.

Click Finish to close this wizard.

Step 13: Weka is successfully installed on the system and an icon is created on the desktop.

(with co...

Step 14: Run the software and see the interface.

Information Technology

Page 14




|| Program Visualization Tools Help

Explorer

WEKA —

/ The University
) of Waikato
~

KnowledgeFlow

Workbench

Waiksto Environment for Knowledge Analysis
Version 2.3.5
(c) 1999 - 2020 Simple CLI

The University of Waikato
Hamilton, New Zealand

WEKA Tool Description:

Open the program. Once the program has been loaded on the user’s machine it is opened by
navigating to the programs start option and that will depend on the users operating system. Figure
1.1 is an example of the initial opening screen on a computer.

There are four options available on this initial screen:

Program Visualization Tools Help

Applications

' WE KA [ Explorer

The University
of Waikato

Experimenter

Wsikato Environment for Knowledge Anaslysis
Version 2.8.0

{c) 1989 - 20186

The University of Waikato

Hamilton, New Zealand

Workbench

Simple CLI

L
[‘ KnowledgeFlow
l

| L

Fig: 1.1 Weka GUI

1. Explorer - the graphical interface used to conduct experimentation on raw data After clicking

the Explorer button the weka explorer interface appears.
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(<]

Weka Explorer

[ Preprocess T Classify T Cluster IAssociate T Select attributes T Visualize ]

Attribute Evaluator
p

lmﬂcfsSuhselEual -P1-E1

Search Method
Choose ‘
weka.attributeSelection BestFirst
Attribute Sel
About
® Usefullti] | 1 I
(U Cross-v BestFirst: More
Searches the space of attribute subsets by greedy hillclimbing
augmented with a backtracking facility. ‘
(Num) trend
= | Forward v
Start
Result list (rig lookupCacheSize 1
searchTermination 5
startSet 2/
v
Status { open.. || Save... J [ oK j | Cancel |
=
oK Log ‘ x0
Fig: 1.2 Pre-processor
- B

(<]

Weka Explorer

[Preprocess T Classify T Cluster TAssocia!e T_S_eledaqn‘pmes T Visualize ]

r

Attribute Selec Eval
(

CfsSubsetEval :

individual predictive ability of each feature along with the degree
of redundancy between them.

the worth of a subset of attributes by considering the

(Num) trend

doNotCheckCapabilities

More |
Capabilities |

debug

locallyPredictive

missingSeparate

numThreads

poolSize
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Inside the weka explorer window there are six tabs:

Preprocess- used to choose the data file to be used by the application.

Open File- allows for the user to select files residing on the local machine or recorded medium
Open URL- provides a mechanism to locate a file or data source from a different location specified
by the user

Open Database- allows the user to retrieve files or data from a database source provided by user
Classify- used to test and train different learning schemes on the preprocessed data file under

experimentation
e —— T Weegoer -8

| Prepeocess | ciassity | Cluster [ Assocate | Selectatributes | visualze |
Cassifer

Fig: 1.3 choosing Zero set from classify

Again there are several options to be selected inside of the classify tab. Test option gives the user
the choice of using four different test mode scenarios on the data set.

1. Use training set
2. Supplied training set
3. Cross validation
4. Split percentage

3. Cluster- used to apply different tools that identify clusters within the datafile.
The Cluster tab opens the process that is used to identify commonalties or clusters of occurrences

within the data set and produce information for the user to analyze.
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[ Preprocess T Classify TClystg{ T Associate T Select attributes T Visualize ]
Clusterer

fcnoose ]lEM -1100-N-1-X10 -max-1-ll-cv 1.0E-6 -Il-iter 1.0E-6 -M 1.0E-6 -K 10 -num-slots 1 -S 100

Cluster mode Clusterer output
r N

(® Use training set
() Supplied test set

(U Percentage split
() Classes to clusters evaluation
(Nom) play

[Zj Store clusters for visualization

Ignore attributes

Start
Result list (right-click for

4. Association- used to apply different rules to the data file that identify association within the
data. The associate tab opens a window to select the options for associations within thedataset.

[ Preprocess | Classify | Cluster | Associate | Select attributes | Visualize |

Associator

[ Choose ]{Apriori -N10-TO-C0S8-D005-U1.0-M0.1-5-1.0-c-1

rTIETER Associator
Start Stop r

Result list (right-...
rT———

oK Log | ‘ x0
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5. Select attributes-used to apply different rules to reveal changes based on selected attributes
inclusion or exclusion from the experiment
6. Visualize- used to see what the various manipulation produced on the data set ina 2D format,

in scatter plot and bar graph output.

2. Experimenter - this option allows users to conduct different experimental variations on data
sets and perform statistical manipulation. The Weka Experiment Environment enables the user to
create, run, modify, and analyze experiments in a more convenient manner than is possible when
processing the schemes individually. For example, the user can create an experiment that runs
several schemes against a series of datasets and then analyze the results to determine if one of the

schemes is (statistically) better than the other schemes.

$etgp" Run | Analyse

Experiment Configuration Mode éimple v

[7 Open... J Save [ New J

Experiment Type . [Mteration Control

Number of repetitions:

Datasets Algorithms

|_J Use relative paths

Fig: 1.6 Weka experiment

Results destination: ARFF file, CSV file, JDBC database.
Experiment type: Cross-validation (default), Train/Test Percentage Split (data randomized).
Iteration control: Number of repetitions, Data sets first/Algorithms first.

Algorithms: filters
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3. Knowledge Flow -basically the same functionality as Explorer with drag and drop
functionality. The advantage of this option is that it supports incremental learning from previous
results

4. Simple CLI - provides users without a graphic interface option the ability to execute
commands from a terminal window.

b. Explore the default datasets in weka tool.

Click the “Open file...” button to open a data set and double click on the “data” directory.

Weka provides a number of small common machine learning datasets that you can use to practice on.

Select the “iris.arff” file to load the Iris dataset.

Home Share View

© - 4 . » ThisPC » OS(C:) » Program Files » Weka-3-8 » data v & Search data o

-

sk Eavorites Name Date modified Type Size o)
Bl Desktop o airline.arff 4/14/2016 ARFF Data File 3KB
# Downloads o breast-cancer.arff ARFF Data File 29 KB
%l Recent places & contact-lenses.arff ARFF Data File 3KB
#& OneDrive & cpu.arff ARFF Data File 6KB
&9 cpu.with.vendor.arff ARFF Data File 7KB
*@ Homegroup & credit-g.arff ARFF Data File 159 KB
&9 diabetes.arff ARFF Data File 37KB
1% This PC & glass.arff ARFF Data File 18 KB
= Desktop &9 hypothyroid.arff ARFF Data File 304 KB
| Documents & ionosphere.arff ARFF Data File 79KB
& Downloads & iris.2D.arff ARFF Data File 4Ke
W Music & iris.arff ARFF Data File 2KB
£ Pictures & labor.arff ARFF Data File 9KB
H Videos & ReutersCorn-test.arff ARFF Data File 501 KB
&y 0S(C) &9 ReutersCorn-train.arff ARFF Data File 1,193 KB
= New Volume (F:) &J ReutersGrain-test.arff ARFF Data File 501 KB
s New Volume (G:) €D ReutersGrain-train.arff ARFF Data File 1,198 KB
& segment-challenge.arff ARFF Data File 196 KB
€ Network &D segment-test.arff ARFF Data File 108 KB
8 SAIKRISHNAN & soybean.arff ARFF Data File 199 KB
ARFF Data File 1,979 KB

o supermarket.arff

25 items 1 item selected 587 bytes

Fig: 1.7 Different D

Exercise:

1. Normalize the data using min-max normalization
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Experiment 2: Creating new ARFF file

Aim: Creating a new ARFF file

An ARFF (Attribute-Relation File Format) file is an ASCII text file that describes a list of instances
sharing a set of attributes. ARFF files were developed by the Machine Learning Project at the
Department of Computer Science of The University of Waikato for use with the Weka machine
learning software in WEKA, each data entry is an instance of the java class weka.core. Instance,
and each instance consists of a For loading datasets in WEKA, WEKA can load ARFF files.
Attribute Relation File Format has two sections:

1. TheHeader sectiondefines relation (dataset) name, attribute name, and type.
2. The Data section lists the data instances.

File Ednt Search View Encodlng Language Settmgs Macre Run Plugins Window 7
& I P g x| BEB|= 1| al R NONCORCECRETE

E]Dczm isp & )I B profile jsp J] B homepage htm! Jl Elloginisp JI Enew 3isp \Jl = index2 him! .JI B configb © ;l Eindexis )I B rmtisp JII

i brelatlon weather.symbolic

o

@attribute outlook {sunny, overcast, rainy}
4 @attribute temperature {hot, mild, cool}
5 (@attribute humidity {high, normal}
& @attribute windy {TRUE, FALSE}
@attribute play {yes, no}

@data

sunny,hot,high, FALSE,no
11 sunny, hot,high, TRUE, no
12 overcast,hot, high,FALSE, ves
i3 rainy,mild, high, FALSE, yes
14 rainy,cool,normal, FALSE, yes
15 rainy, cool,normal, TRUE, no
16 overcast,cool,normal, TRUE, ves
i sunny,mild, high, FALSE,no
i8 sunny, cool,normal, FALSE, yes
18 rainy,mild,normal, FALSE,yes
20 sunny,mild,normal, TRUE, ves
21 overcast,mild, high, TRUE, yes
22 overcast,hot,normal, FALSE, yes
23 rainy,mild, high, TRUE,no

Normal text file length : 587 lines: 24

The figure above is from the textbook that shows an ARFF file for the weather data. Lines

beginning with a % sign are comments. And there are three basic keywords:
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(1 "(@relation" in Header section, followed with relation name.

] "@attribute" in Header section, followed with attributes name and its type (or range).
[ "@data" in Data section, followed with the list of data instances.

The external representation of an Instances class Consists of:
= Aheader: Describes the attribute types

» Data section: Comma separated list of data

X Caprenzoan [k Wirea= =B claldimmatim ner=ireslar | = S dmpiaits = e
M D3t ey wwa Irezirg Lwcless Setnge Maxe Ran Plagse mrcoh |
cHER LGS 290 DelaRg|l 2z |32 1EDEAIZICE gl®
(= TN | Srs |- PO | - [ty | -y e 1 D) D) N e v o1 0] Al
Bretat i Cralvevamyahal v

3 Mazzoibuce outlick Jrormy. owersasT, selnyd

Sevtetbuly Lompozanase (ol slld, zecll
ey e v R
- Yo Z \
~p [« T
Packt s 8 sar: cavienatt
o:crbd-'ulu t
- QD puary
Dertep 0 prmitipatzint
- ik n
¥ b
= O istnal
Lvers Qamen
£ mpetsreid artt
¥ "~_ & zezpraeant
= o e, O G Ina
=, Hat, rereal, TALIE, yes . Qi
L mLIN, bl ok, TRUE, a0 & O dan
.
Netauh
L R
Sex s
Kissad vt brats 8 TveiN ol Cui Sra N AN HTE-§ ndo RO NS

References:

https://www.cs.auckland.ac.nz/courses/compsci367slc/tutorials/IntroductionToWeka.pdf

Exercise:

1. Creating a sample dataset for supermarket (supermarket.arff)
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Experiment 3: Data Processing Techniques on Data Set
Aim: 3a) Pre-process a given dataset based on Attribute selection

To search through all possible combinations of attributes in the data and find which subset of
attributes works best for prediction, make sure that you set up attribute evaluator to ,,Cfs Subset
Val“ and a search method to ,,Best First™. The evaluator will determine what method to use toassign
a worth to each subset of attributes. The search method will determine what style of search to
perform. The options that you can set for selection in the ,,Attribute Selection Mode* fig no: 3.2

1 Use full training set. The worth of the attribute subset is determined using the full set of
training data.

2 Cross-validation. The worth of the attribute subset is determined by a process of cross-
validation. The ,,Fold* and ,,Seed* fields set the number of folds to use and the random seed used
when shuffling the data.

Specify which attribute to treat as the class in the drop-down box below the test options. Once all

the test options are set, you can start the attribute selection process by clicking on ,,Start™ button.

[ Preprocess T Classify T Cluster TAssociate T Select attributes T Visualize ]

Classifier

[ Choose j%éeroR

Test options _ Classifier output N
() Use training set I I
(_) Supplied test set N
(®) Cross-validation Folds 10
() Percentage split
L More options... J

l (Nom) play v J

Start St

Result list (right-click for options)

4
v

Status = 2

oK Log w x0

Fig: 3.1 choosing Cross validation
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When it is finished, the results of selection are shown on the right part of the window and entry is
added to the , Result list™.

2. Visualizing Results

[ Preprocess T Classify I Cluster I Associate T Select attributes T Visualize ]

Plot Matrix sno price speed screen

=~

D Fast scrolling (uses more memaory)
PlotSize: [100] ~

PointSize: [1] ()

Jitter: [®) Select Attributes

| Colour: trend (Num) |v| | subsample%: | 7.99

| Updae |

Class Colour
p-

T
1

Fig: 3.2 Data Visualization
WEKA"s visualization allows you to visualize a 2-D plot of the current working relation.
Visualization is very useful in practice; it helps to determine difficulty of the learning problem.
WEKA can visualize single attributes (1-d) and pairs of attributes (2-d), rotate 3-d visualizations

(Xgobi-style). WEKA has “Jitter” option to deal with nominal attributes and to detect “hidden”
data points.
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[ Preprocess | Ciassify | Cluster | Associate | Selectatiibutes | Visualize |

Plot Matrix Sno price speed

screen

e

[_] Fast scrolling (uses more memory)
PlotSize: [100]

PointSize: [1] ()

Jitter: Select Attributes

| Colour: trend (Num) |v| | subsample%: | 7.99

( Update J

Class Colour
#

T
1

Fig 3.3: Preprocessing with jitter

speed
Dﬂuuuﬂuuunﬂﬁuuuuuﬂ
| T 1

26 626 100

Fang
oooo0) [popopooooOOD .
T I R
2 .

premium

S647
[ ]
ELS

Exercise

Fig: 3.3 Data visualization

1. Explain data preprocessing steps for heart disease dataset.
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Aim: B. Pre-process a given dataset based on Handling Missing Values

Process: Replacing Missing Attribute Values by the Attribute Mean. This method is used for

data sets with numerical attributes. An example of such a data set is presented in fig no: 3.4

H ©- = Computer2.csv - Excel T E -
HOME  INSERT  PAGE LAYOUT FORMULAS DATA REVIEW  VIEW SAI KRISHNAN T
X, Cut . = . [.'_—\ Tim B h 2 AutoSum < A,
L o Capy - Calibri 1 S Wrap Text General . d-- . G& %5 FEI DEEEI:X F@ - SZI Fﬂ?]&
L == Degeacome  § % 0 WA o e G e pese R g TR
Clipboard [ Font 5] Alignment 5] Number E] Styles Cells Editing
B12 - S| 2
A B C D E F G H | J K L M N o P Q R 5 T u
1 |sno price speed hd ram screen cd multi premium ads trend
2 1 1499 25 80 4 14 no no yes 94 1
3 2 1795 33 85 2 14 no no yes 94 1
4 37 25 170 4 15 no no yes 94 1
5 a 1849 25 170 8 14 no no no 94 1
6 5 3295 33 340 16 14 no no yes 94 1
7 6 3695 66 340 16 14 no no yes 94 1
g 7? 25 170 4 14 yes no yes 94 1
9 8 1995 50 85 2 14 no no yes 94 1
10 9 2225 50 210 8 14 no no yes 94 1
11 10 2575 50 210 4 15 no no yes 94 1
12 114? 1] 33 170 8 15 no no yes 94 1
13 12 2605 66 210 8 14 no no yes 94 1
14 13 2045 50 130 4 14 no no yes 94 1
15 14 2295 25 245 8 14 no no yes 94 1
16 15 2699 50 212 8 14 no no yes 94 1
17 16 2225 50 130 4 14 no no yes 94 1
18 17 1595 33 85 2 14 no no yes 94 1
19 18 2325 33 210 4 15 no no yes 94 1
20 19 2095 33 250 4 15 no no yes 94 1
21 20 4395 66 452 8 14 no no yes 94 1
22 21 1695 33 130 4 14 no no yes 94 1
23 22 2735 66 130 4 14 no no yes 94 1

Fig: 3.4 Missing values

_[ Preprocess T Classify I Cluster IAssociate I Select attributes 1 Visualize ]

[7 Openfile... J [ Open URL... J L Open DB... J { Generate... J Undo [ Edit... J [ Save... }
Filter

e =

| Choose |None “ Apply |
Current relation Selected

Relation: Computer2 Attributes: 11 Name: price Type: Numeric

Instances: 6259 Sum of weights: 6259 Missing: 3 (0%) Distinct: 808 Unique: 202 (3%)
Attributes Statistic | Value
| Minimum 949

U - - - Maximum 5399
L All j | None J | nvert | { Pattern | Mean 221976
StdDev 580.855
No | | Name |
1] sno “: [Class:uend(Num) ‘V“ Visualize All JI
p

| 3] speed

\ 4] nd

} 5[] ram

6 (] screen
| 7[]cd ¥}

I
943 3174 5399

Status

oK Log dx x0

Fig: 3.5 Choosing a dataset
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In this method, every missing attribute value for a numerical attribute is replaced by the arithmetic

mean of known attribute values. In Fig, the mean of known attribute values for Temperature is

99.2, hence all missing attribute values for Temperature should be replaced by The table with

missing attribute values replaced by the mean is presented in fig. For symbolic attributes Headache

and Nausea, missing attribute values were replaced using the most common value of the Replace

Missing Values.

i)
Preprocess | Classify | Cluster | Associate | Select attributes | Visualize

{7 Open file... J | openurL. | [7 OpenDB.. | [ Generate... J Undo L Edit... J [ Save... J
Filter
[ Choose ][ReplaceMissianalues “ Apply J
Current ition

Relation: Computer2 Attributes: 11 Name: price Type: Numeric

Instances: 6259 Sum of weights: 6259 Missing: 3 (0%) Distinct: 808 Unique: 202 (3%)
Statistic | Value
Minimum 949
Maximum 5399

[ A || Nome || nvert || Pattern | Maan 2919.76

e - — || | stdDev 580.855

No | | Name | ‘

1[ ] sno i [Class: trend (Num) |'J[ Visualize All JI

3 Q speed

40 nd

5[] ram

6 ] screen

71 lcd

L Remove J
78 456311102003
- e
948 3174 5300
Status =

OK

i
Preprocess | Classify | Cluster | Associate | Selectattributes | visualize |
[ Openfile... J [ Open URL... J [ Open DB... J [ Generate... J [ Undo J L Edit... J [ Save... J
Filter
[ Choose JlReplal:eMissingValues ‘L Apply J
Current relation Selected attribute
Relation: Computer2-weka filters.... Attributes: 11 Name: price Type: Numeric
Instances: 6259 Sum of weights: 6259 Missing: 0 (0%) Distinct: 809 Unique: 202 (3%)
Attributes Statistic | value
[ Minimum 949
Maximum 5399
§ All J | mome | [ nvert || Patten | Mean 221976
StdDev 580.716
! No. | | Name
10 sno [Class:trend (Num) .'” Visualize All jl
p
3 (] speed
4[] hd
5[] ram
6 ] screen
7[]cd
l Remove J
738 456311102003
- W
948 2174 5300
Status = E
OK Log w x0
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Relation: Computer2-weka filters.unsupenised.attribute. ReplaceMissingValues-...

Numeric Numeric Numeric

Numeric Numeric Numeric

Nominal Nominsal

1:sno 2:price 3:speed 4:hd 5:ram 6:screen 7:cd 8:multi 9: pre

Non

1.0
20
3.0
4.0
5.0
6.0
7.0
8.0
9.0
10.0
11.0
12.0
13.0
14.0
15.0
16.0
17.0
18.0
19.0
20.0
21.0

1
2
3
4
5
6
s
8
9
10
1"
12
13
14
15
16
17
18
19
20
21
22 220
23

23.0

149..
179...
221..
184..
329...
369...
221..
199...
222.
257...
221..
260...
204..
229..
269...
222.
159...
232..
209...
439..
169...
279...
289...

25.0
33.0
25.0
25.0
33.0
66.0
25.0
50.0
50.0
50.0
33.0
66.0
50.0
25.0
50.0
50.0
33.0
33.0
33.0
66.0
33.0
66.0
25.0

80.0

85.0
170.0
170.0
340.0
340.0
170.0

85.0
210.0
210.0
170.0
210.0
130.0
2450
212.0
130.0

85.0
210.0
250.0
452.0
130.0
130.0
340.0

4.0
20
4.0
8.0
16.0
16.0
4.0
20
8.0
4.0
8.0
8.0
4.0
8.0
8.0
4.0
20
4.0
4.0
8.0
4.0
4.0
16.0

14.0
14.0
15.0
14.0
14.0
14.0
14.0
14.0
14.0
15.0
15.0
14.0
14.0
14.0
14.0
14.0
14.0
15.0
15.0
14.0
14.0
14.0
14.0

no
no
noe
noe
no
no

no
no
no
no
no
no
no
no
no
no
no
no
no
no
no

no
no
no
no
no
no
no
no
no
no
no
no
no
no
no
no
no
no
no
no
no
no

ves
ves
yes
no

yes
ves
yes
yes
ves
ves
ves
ves
ves
yes
ves
ves
ves
ves
ves
ves
ves
ves

3 undo ||  Edi. ;J | sae. |
S
[ Apply |
ribute
L
price Type: Numeric
0(0%)  Distinct 809 Unique: 202 (3%)
| Value
949
5399
221976
580.716
v|| visualize Al |
b
v

Add instance

456311102003

1
5399

Status —
f N
OK Log ‘¢>« x0
=] = ComputerReplaced.csv - Excel 7 @ -
HOME INSERT PAGE LAYOUT FORMULAS DATA REVIEW  VIEW SAIKRISHNAN T
= ?’[”t Calibri -l A == ®&- Sweple General ,_:,‘l Q g‘:ﬂ E)( E é‘m”s”"‘ N éY H
R Co - Fill =
Paste %Fn::mpmw BIU- E- H-Ar === &= HMeageacCener - $-% > 50 é”,:.'i‘ﬂfn";‘, Formet = St;” et Delete Format | @ Clear pons ee &
Clipboard I Font L Alignment L Number I Styles Cells Editing
A1 - Ji || sno
A B C D E G H I J K L M N o P Q R S T u
1 |sno lprice speed  hd ram screen  cd multi premium ads trend
2 1 1499 25 80 4 14 no no yes 94 1
3 2 1795 33 85 2 14 no no yes 94 1
4 3 2219.76 25 170 4 15 no no yes 54 1
5 4 1343 25 170 3 14 no no no 94 1
6 5 3295 33 340 16 14 no no yes 94 1
7 6 3695 [ 340 16 14 no no yes 94 1
8 7 2219.76 25 170 4 14 yes no yes 54 1
9 8 1995 50 a5 2 14 no no yes 94 1
10 9 2225 50 210 8 14 no no yes 94 1
1n 10 2575 50 210 4 15 no no yes 94 1
12 11 2219.76 33 170 8 15 no no yes 54 1
13 12 2605 66 210 3 14 no no yes 94 1
14 13 2045 50 130 4 14 no no yes 94 1
15 14 2295 25 245 8 14 no no yes 94 1
16 15 2699 50 212 8 14 no no yes 54 1
17 16 2225 50 130 4 14 no no yes 94 1
18 17 1595 33 85 2 14 no no yes 94 1
19 18 2325 33 210 4 15 no no yes 94 1
20 19 2095 33 250 4 15 no no yes 54 1
21 20 4395 66 452 3 14 no no yes 94 1
22 21 1695 33 130 4 14 no no yes 94 1
23 22 2795 [ 130 4 14 no no yes 94 1
Fig: 3.6 Replaced values
Exercise
1. Create your own dataset having missing values included and perform preprocessing
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Experiment 4: Data cube construction — OL AP operations

An OLAP cube is a term that typically refers to multi-dimensional array of data. OLAP is an
acronym for online analytical processing,[1]which is a computer-based technique of analyzing
data to look for insights. The term cube here refers to a multi-dimensional dataset, which is also
sometimes called a hypercube if the number of dimensions is greater than 3.

Operations:

1. Slice is the act of picking a rectangular subset of a cube by choosing a single value for one of
its dimensions, creating a new cube with one fewer dimension.[4] The picture shows a slicing
operation: The sales figures of all sales regions and all product categories of the company in the
year 2005 and 2006 are "sliced" out of the data cube.

2.Dice: The dice operation produces a subcube by allowing the analyst to pick specific values of
multiple dimensions.[5] The picture shows a dicing operation: The new cube shows the sales
figures of a limited number of product categories, the time and region dimensions cover the same
range as before.

3.Drill Down/Up allows the user to navigate among levels of data ranging from the most
summarized (up) to the most detailed (down).[4] The picture shows a drill-down operation: The
analyst moves from the summary category "Outdoor-Schutzausriistung” to see the sales figures
for the individual products.

4.Roll-up: A roll-up involves summarizing the data along a dimension. The summarization rule
might be computing totals along a hierarchy or applying a set of formulas such as "profit = sales
- expenses".

5. Pivot allows an analyst to rotate the cube in space to see its various faces. For example, cities
could be arranged vertically and products horizontally while viewing data for a particular
quarter. Pivoting could replace products with time periods to see data across time for a single
product.
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HOME CREATE EXTERNAL DATA DATABASE TOOLS FIELDS

Views Clipboard

All Access Obje...
Search.. L
Tables ES

£ abums

® «

Customers
Employees

OrderDetails

=)
=)
=)
)

Orders

Datasheet View

TABLE TOOLS

Inlicensed Product]

? =8 X

TABLE SAIKRISHNAN T ~
Y 2l Ascending Y Selection - ”@ New 3 Totals EEJ "
%l Descending ToAdvanced~ ' e % g | Vs
Fiter [ . Refresh ind to Switth g r y & Ay B
Remove Sort ToggleFilter  pyw X Delete ~ E]More~ ¥ Select~ o Findlows:
Sort & Filter Records Find Window Text Formatting ~ ~
=) Albums - O x
AlbumiD  ~ AlbumName - Artist - LabelName ~ CategoryName - UnitPrice - ReleaseC/«

o Josh Groban Groban, Josh Reprise popP 5.39

& 5306 Shaman's Healing Shastro Malimba Records RELAXATION 11.26

® 5307 Leaves Of Hope Ginkgo Garden BSC Music NEW AGE 13.2

& 5309 Russian Soul Shafran, Daniil: vo The Classics Label (Launch sub) CELLO 15.19

El 5310 Live At The Safari Club Chimps, The MusSick Recordings, Inc. ALTROCK 1119

& 5311 Toddler Favorites Too! Music For Little People Music For Little People CHILDREN 472

® 5312 Celebration of America Child's Celebration Series Music For Little People CHILDREN 10.12

® 5322 Futureperfect VNV Nation Metropolis Records ALTROCK 13.2

@ 5323 Joined at the Hip Williams, Buster TCB Music JAZZ 13.2

& 5324 Schumann's Bar Music Yasuda, Fumio Winter & Winter AZZ 15.99

® 5326 Splay Black, Jim/Alasnoaxis Winter & Winter 1A72 15.99

& 5330 Indian Journeys Voyager Series Columbia River Entertainment INDIA 5.59

£l 5331 Bedtime Lullabies Various Artists Big Blue Dog CHILDREN 6.99

& 5332 Journey to the Heart Various Artists DOMO Records NEW AGE 15.19

® 5333 Soul of the Beloved silbey, Uma DOMO Records NEW AGE 15.19

® 5334 Piano for Lovers Various Artists Columbia River Entertainment EASY LISTENING 11.19

@ 5337 Piano by Request Various Artists Columbia River Entertainment EASY LISTENING 11.19

& 5338 Encore une valse ? Nord Sud Buda Musique AFRICA 13.2

® 5342 Piano Giants at Bob Haggart' Haggart, Hyman, Smith, Sutto Arbors Records 1A72 8.8

& 5346 Boli Bana Djembe, Tahirou Playasound AFRICA 13.2

® 5347 "Wanderer" Fantasie/Sonatz Kruchin, Semion: piano Meridian SCHUBERT 11.39

® 5348 Sea of Tranquility: Relaxati  WOMEN'S WELLNESS SERIES Lifestyles NEW AGE 3.5 &

Record: 4 < [10f13086 | » » Search <« >

numiock @
&30PM
10/24/2016

< ol % @

music - OlapCube Writer

FILE CURRENT QUERY QUERIES CUBE TOOLS

HELP

eS|

@ Cube: music build cube ppen cube filters add more tables new relationship refresh datsbase properties new query Sl
= |21 Dimensions B |
g TZ) CategoryName OrderDetails Sitamer
e AumD b |7 Ordedd omomatiane
= 14 LabelName AlbumMName AlbumiD
= LabelName RegionCode
Artist UnitPrice
= Artist Orders Country
LabelMName Quantity
== AlbumMame OrderD
CategoryName|
OrderDate Lo CustomerlD|
UnitPrice Employees ¥
+ Year a | I ] 2
= Month name e
‘Z RegionCode Preview UfIA\bum; build cube refresh hide data show/hide columns remove table rename table change table |
= (L Measures AlbumID | AlbumName Artist LabelName CategoryMame UnitPrice| ReleaseDate =
Sum of Quantity 5303 Josh Groban Groban, Josh Reprise POP 539 4/23/2002
sum of Sales 5306 | Shaman's Healing Shastro Malimba Records RELAXATION 1136 |4/25/2002
(3 Calculated Members 5307 Leaves Of Hope Ginkgo Garden BSC Music NEW AGE 132 472772002
5309 |Russian Soul Shafran, Danill: ve I:‘EC‘“"“ tabel (taunch cp) 1519 57142002
5310 Live At The Safari Club Chimps, The MusSick Recordings, Inc. ALT ROCK 1119 5/1/2002
5311 Toddler Favorites Too! Music For Little People Music For Little People CHILDREN 4.72 5/1/2002
5312 Celebration of America Child's Celebration Series Music For Little People CHILDREN 1012 5/1/2002
5322 Futureperfect VNV Mation Metropolis Records ALT ROCK 13.2 5/5/2002
5323 Joined at the Hip Williams, Buster TCB Music IAZZ 132 5/7/2002
5324 Schumann's Bar Music “Yasuda, Fumio Winter & Winter IAZZ 1599 5/1/2002
5326 Splay Black, Jim/Alasnoaxis Winter & Winter IAZZ 1599 5/7/2002
. . Columbia River
5330 Indian Journeys Voyager Series Entertainment INDIA 5.59 5/7/2002
5331 Bedtime Lullabies Various Artists Big Blue Deg CHILDREM 6.99 5/1/2002
5332 Journey to the Heart Various Artists DOMO Records NEW AGE 1519 5/1/2002
5333 Soul of the Beloved Silbey, Uma DOMO Records MNEW AGE 1519 5/7/2002
5334 |Pianc for Lovers Various Artists E"'“’"b'a River EASYLISTENING (1119 | 5/7/2002
ntertainment
Colurnbia River
5337 Piano by Request Various Artists Entertainment EASY LISTEMING 1119 5/1/2002
5338 Encore une valse Nord Sud Buda Musique AFRICA 13.2 5/7/2002
5342 Piane Giants at Bob Haggart'  Haggart, Hyman, Smith, Sutte  Arbors Records 1A7Z 8.8 5/1/2002
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] Untitled - OlapCube Dashboard =<
FILE DASHBOARD TEMPLATE TOOLS HELP

reportl Dashboard reportl
2 500 z Type: table column pie line map bubble gauge
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- =
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Sum of Quantity
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Display Dashboard OrderDate
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Exercise:
1. Apply the OLAP operations for the banking application.
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Experiment 5: Implementation of Apriori Algorithm

Description:

The Apriori algorithm is an influential algorithm for mining frequent item sets for Boolean
association rules. It uses a “bottom-up” approach, where frequent subsets are extended one at a
time (a step known as candidate generation, and groups of candidates are tested against the data).

s Problem:
TID ITEMS
100 1,34
200 2,35
300 1,2,35
400 2,5

To find frequent item sets for above transaction with a minimum support of 2 having confidence
measure of 70% (i.e, 0.7).

Pr re:
Step 1:
Count the number of transactions in which each item occurs
TID ITEMS
1 2
2 3
3 3
4 1
5 3

Step 2:
Eliminate all those occurrences that have transaction numbers less than the minimum support (2
in this case).

I'TEM TRANNSXCC')I'II:ONS
1 2
2 3
3 3
5 3
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This is the single items that are bought frequently. Now let’s say we want to find a pair of items
that are bought frequently. We continue from the above table (Table in step 2).

Step 3:
We start making pairs from the first item like 1,2;1,3;1,5 and then from second item like 2,3;2,5.

We do not perform 2,1 because we already did 1,2 when we were making pairs with 1 and
buying 1 and 2 together is same as buying 2 and 1 together. After making all the pairs we get,

ITEM PAIRS

1,2

1,3

1,5

2,3

2,5

3,5

Step 4:
Now, we count how many times each pair is bought together.
NO.OF
ITEM PAIRS TRANSACTIONS
1,2 1
1,3 2
1,5 1
2,3 2
2,5 3
3,5 2
Step 5:
Again remove all item pairs having number of transactions less than 2.
ITEM PAIRS NO. OF
TRANSACTIONS

1,3 2
2,3 2
2,5 3
3,5 2

These pair of items is bought frequently together. Now, let’s say we want to find a set of three
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items that are bought together. We use above table (of step 5) and make a set of three items.

Step 6:

To make the set of three items we need one more rule (It is termed as self-join), it simply means,
from item pairs in above table, we find two pairs with the same first numeric, so, we get (2,3)
and (2,5), which gives (2,3,5). Then we find how many times (2, 3, 5) are bought together in the
original table and we get the following

ITEM NO. OF
SET TRANSACTIONS
(2,3,5) 2

Thus, the set of three items that are bought together from this data are (2, 3, 5).

Confidence:

We can take our frequent item set knowledge even further, by finding association rules using the
frequent item set. In simple words, we know (2, 3, 5) are bought together frequently, but what is
the association between them. To do this, we create a list of all subsets of frequently bought
items (2, 3, 5) in our case we get following subsets:

12}
{3}
{5}
12,3}
13,5}
{2,5}

Now, we find association among all the subsets.

{2} =>{3,5}:(If,,2* is bought , what*“sthe probability that ,,3*and,,5*would be bought insame
transaction)

Confidence = P (3J5(12)/ P(2) =213 =67%

{3}=>{25}= P (31I5[12)/P(3)=2/3=67%

{5}=>{2,3}= P (3115012)/P(5)=2/3=67%

{2,3}=>{5}= P (3115[12)/P(2113)=2/2=100%

{35}=>{2}= P (3115[12)/P(3115)=2/2=100%

{2,5}=>{3}= P (3115112)/ P(2[15)=2/3=67%

Also, considering the remaining 2-items sets, we would get the following associations-
{1}=>{3}=P(1113)/P(1)=2/2=100%

{3}=>{1}=P(1113)/P(3)=2/3=67%

{2}=>{3}=P(3112)/P(2)=2/3=67%

{3}=>{2}=P(3112)/P(3)=2/3=67%

{2}=>{5}=P(2115)/P(2)=3/3=100%

{5}=>{2}=P(2115)/P(5)=3/3=100%
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(31=>{51=P(3115)/P(3)=2/3=67%
(51=>131=P(3115)/P(5)=2?3=67%

Eliminate all those having confidence less than 70%. Hence, the rules would be —
12,3}=>{5}, {3,5}=>{2}, {1}=>{3}.{2}=>{5}, {5}=>{2}.

» Nowthese manual results should be checked with the rules generated in WEKA.

ipooarg FOnT
Al - g |1
A B C D E F
I 12 13 14 IS
t t t
t t t
t t t t
t t

RN T A R RS R

So first create a csv file for the above problem, the csv file for the above problem will look like
the rows and columns in the above figure. This file is written in excel sheet.

jure for running the rules in weka:
2tep 1

Open weka explorer and open the file and then select all the item sets. The figure gives a better

understanding of how to do that.

j PreprocessT Classify ] Cluster I Associate T Select attributes TVISU@IIZE ]

| All J |

No. Name |

‘
212
a3
414
5015

L Remove J

Status

OK

| Openfile.. || OpenURL.. || OpenDB.. || Generate.. | | Edit... J | Save...
Filter
| Choose |None Apply |

Current relation Selected attribute

Relation: Book1 Attributes: 5 Name: 11 Type: Nominal

Instances: 4 Sum of weights: 4 Missing: 2 (50%) Distinct: 1 Unique: 0 (0%)
Attributes No. Label Count Weight
1t 2 20
None Invert | | Pattern |

Class: I5 (Nom) v|| visualize All |

2

By
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Step 2:
Now select the association tab and then choose apriori algorithm by setting the minimumsupport
and confidence as shown in the figure

weka.associations. Apriori
About [a
[ [
Class implementing an Apriori-type algorithm. Maore
Capabhbilities
car |False v
classindex -1
delta 0.05
doMotCheckCapabilities [False A
lowerBoundMinSupport 0.4
metricType [ Confidence v
minMetric 0.7
numRules 10
outputitemSets | False -
removedllMissingCols [False v
significancelLevel -1.0
treatZeroAsMissing [False v
oy
upperBoundMinSupport 1.0 L
v
|- P
l Open... J l Save. .. J l Ok J l Cancel J
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Step 3.
Now run the apriori algorithm with the set values of minimum support and the confidence. After
running the weka generates the association rules and the respective confidence with minimum

support as shown in the figure.

The above csv file has generated 5 rules as shown in the figure:

Gretee R

Fregeacess | Cassiy l st IAs,om[ Seisdadnies | Vissale |

RSSO

| Choose [Rgrberd-N10-T0-CO7.D0.5-U 10 -4 04-5-1.0-¢1

Assoitor oabu!
St

Resutbstirphichc., | === 2 Loformation ==

170547 -Apnioni Schene: weka avsociecicas ot R 10T 2 L 07 D OS VIO -X b4 =S-LF-c-
Relaciom Bcoidd
Inscamoes: 4

atizibates:

X1 P vy L irawmian T9'« 2
sive o ¢ Of Jarge itemsess Ll §
3318 oF mer nf large itemesta 1'2': 4
JATE Gy DL 0L ATge emela LS 4

Sive of mec of Jarge itemsess 13 1
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Associator output

11
I5
== l3sociator model (full training set) ==

Ipriori

Minimm support: 0.4 (2 inatances)

Minimm metric <confidenced: 0.7

lunber of cycles performed: 12

Generated seta of large itemsets:

Size of set of large itemsets L(1): 4

Size of set of large itemsets L{2): 4

Size of set of large itemsets L(3): L

Beat rules found:

It 3= T2t 3 <eonfi{l)y LiEEs(1.33) lev:{0.19) [0] conv:(0.75)
It 3= T8t 3 <oonf (1) LifEs(1.33) lev:(0.19) (0] conv: (0.75)
=t 2= T3t 2 <oonfs (1) LEEEs(1.33) lev(0.13) [0] conv(0.9)

TRt Tt =5 102 <oonft (1) Life(L33) lewi (03] 0] convi(0.5)
Dt Dt 1= I5e0 2 coonfs (1) Life{L33) Lewe(0.13) 0] conva(0.5)

[ TS S S

Conclusion:
As we have seen the total rules generated by us manually and by the weka are matching, hence
the rules generated are 5.

Exercise:

1.Apply the Apriori algorithm on Airport noise monitoring dataset discriminating between
patients with parkinsons and neurological diseases using voice recording dataset.
[https://archive.ics.uci.edu/ml/machine-learning-databases/00000/ refer this link for datasets]
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Experiment 6: Implementation of FP- Growth Algorithm

(6a) Aim: To generate association rules using FP Growth Algorithm

PROBLEM:
To find all frequent item sets in following dataset using FP-growth algorithm. Minimum
support=2 and confidence =70%

TID ITEMS
100 1,34
200 2,3,5
300 1,2,3,5
400 2,5

Solution:

Similar to Apriori Algorithm, find the frequency of occurrences of all each item in dataset and
then prioritize the items according to its descending order of its frequency of occurrence.
Eliminating those occurrences with the value less than minimum support and assigning the
priorities, we obtain the following table.

ITEM NO. OF PRIORITY
TRANSACTIONS
1 2 4
2 3 1
3 3 2
5 3 3

Re-arranging the original table, we obtain

TID ITEMS
100 1,3
200 2,3,5
300 2,351
400 2,5

Information Technology Page 56




Construction of tree:

Note that all FP trees have ,,null” node as the root node. So, draw the root node first and attach
the items of the row 1 one by one respectively and write their occurrences in front of it. The tree
is further expanded by adding nodes according to the prefixes (count) formed and by further
incrementing the occurrences every time they occur and hence the tree is built.

Prefixes:
= 1->3:12,35:1

= 5->23:22:1
. 3->2:2

Frequent item sets:

» 1->3:2/*2and 5 are eliminated because they*re less than minimum support, and the
occurrence of 3 is obtained by adding the occurrences in both the instances*/

» Similarly, 5->2,3:2 ; 2:3;3:2

» 3->2:2

Therefore, the frequent item sets are {3,1}, {2,3,5}, {2,5}, {2,3},{3,5}
The tree is constructed as below:

WL_ NS
3:1
2:3
| T
11 3:2

AN

5:2

1:1

5:1

Generating the association rules for the following tree and calculating the
confidence measures we get-

v {3}=>{1}=2/3=67%

»  {1}=>{3}=2/2=100%

v {2}=>{3,5}=2/3=67%
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{2,5}=>{3}=2/3=67%
{3,5}=>{2}=2/2=100%
{2,3}=>{5}=2/2=100%
{3}=>{2,5}=2/3=67%
{5}=>{2,3}=2/3=67%
{2}=>{5}=3/3=100%
{5}=>{2}=3/3=100%
{2}=>{3}=2/3=67%
{3}=>{2}=2/3=67%

Thus eliminating all the sets having confidence less than 70%, we obtain the following
conclusions:

{1}3=>{3}, {3:5}=>{2} , {2.3}=>{5} , {2}=>{5}, {5}=>{2}.

As we see there are 5 rules that are being generated manually and these are to be checked against
the results in WEKA. Inorder to check the results in the tool we need to follow the similar
procedure like

Apriori.

IIpooarda FOnT

Al - | n

A B C D E F
111 12 13 14 15
2 |t t t
3 t t t
4 |t t t t
5 t t
&
7
8
3

Sofirst create a csvfile forthe above problem, the csv file forthe above problem will look like the rows
and columns in the above figure. This file is written in excel sheet.
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Pr re for running the rules in weka:

Step 1:

Open weka explorer and open the file and then select all the item sets. The figure gives a better
understanding of how to do that.

J PreprocessT Classify T Cluster ] Associate T Select attributes I Visualize]
| Openfile. || OpenURL. || OpenDB.. || Generate.. | Undo | Edit. ||  Saw.
Filter
\_ Choose |None Apply |
Current relation Selected attribute
Relation: Book1 Aftributes: 5 Name: |1 Type: Nominal
Instances: 4 Sum of weights: 4 Missing: 2 (50%) Distinct: 1 Unique: 0 (0%)
Attributes No. Label Count Weight
z 2 2.0
| Al J| Nome || |nvert || Patiem |
No. | | Name [
181 : ™| —
Class: 15 (Nom Y| Visualize All
20 12 ‘. Biom) | |
3
4 14
5W 15
L Remove |
Status :
ok |0 ] e
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Step 2:

Now select the association tab and then choose FP growth algorithm by setting the
minimum support and confidence as shown in the figure.

| weka.associations FPGrowth

About

Class implementing the FP-growth algorithm for finding large item sets More
without candidate generation. —

 Capabilities

delta 0.05

doMNotCheckCapabilities LFalse

KRt

findAlIRulesForSupportLevel [-False

lowerBoundMinSupport o1

maxNumberOfltems -1

<

] metricType l;Conﬁdence

minMetric 0.9

numRulesToFind 10

positivelndex 2

rulesMustContain

transactionsMustContain ’.
L]
upperBoundMinSupport 1.0
useORForMustContainList [7False TJ
[ Open... J [ Save... J [ OK J [ Cancel J
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Step 3:

Now run the FP Growth algorithm with the set values of minimum support and the confidence.
After running the weka generates the association rules and the respective confidence with
minimum support as shown in the figure.

The above csv file has generated 5 rules as shown in the figure:

[ Choose |FPGrowth -F 2-1-1-N10-T0O-C07-D0.05-U1.0-M0.4

Associator output
| Start |
Result list (right-... Relation: Bookl
Instances: 4
18:07:14 - FPC Attributes: 5
I1
I2
I3
I4
IS
=== RAssociator model (full training set) =—
FPGrowth found 5 rules ({displaying top 3)
1. [I5=t]: 3 => [I2=t]: 3 <conf:{l)> lift: {1.33) lewv:(0.19) conv:{0.75)
2. [I2=t]: 3 ==> [I%=t]: 3 <conf:(l)> 1ift:{1.33) lewv:(0.19) conv:{0.75)
3. [I1=t]: 2 =>» [I3=t]: 2 <conf:{l)>» lift: {1.33) lev:(0.13) conv: (0.5}
4., [IZ=t, I3=t]: 2 ==> [I2=t]: 2 <conf:(l)> 1ift:{1.33) lev:(0.13) conv: (0.5}
5. [I3=t, I2=t]: 2 ==>» [I5=t]: 2 <conf:{l)> 1ift: {1.33) lev:(0.13) conv: (0.5}
Conclusion:

As we have seen the total rules generated by us manually and by the weka are matching, hence
the rules generated are 5.

Exercise

1. Apply FP-Growth algorithm on Blood Transfusion Service Center data set
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Experiment 7: Decision Tree Induction

Aim: Generate a Decision Tree by using J48 algorithm.

DESCRIPTION:

Decision tree learning is one of the most widely used and practical methods for inductive inference
over supervised data. It represents a procedure for classifying categorical database on their
attributes. This representation of acquired knowledge in tree form is intuitive and easy to assimilate

by humans.
ILLUSTRATION:

Build a decision tree for the following data

AGE INCOM E STUDENT CREDIT_RATING BUYS COMPUTER
Youth High No Fair No
Youth High No Excellent No
Middle aged High No Fair Yes
Senior Medium No Fair Yes
Senior Low Yes Fair Yes
Senior Low Yes Excellent No
Middle aged Medium Yes Excellent Yes
Youth Low No Fair No
Youth Medium Yes Fair Yes
Senior Medium Yes Fair Yes
Youth Medium Yes Excellent Yes
Middle aged Medium No Excellent Yes
Middle aged High Yes Fair Yes
Senior Medium No Excellent No
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The entropy is a measure of the uncertainty associated with a random variable. As uncertainty
increases, so does entropy, values range from [0-1] to present the entropy of information

Entropy (D) = 2j=1—Flogzp
Information gain is used as an attribute selection measure; pick the attribute having the highest
information gain, the gain is calculated by:

Gain (D, A) = Entropy (D) - 2 =1 (Dil/ IPEntropy(D)

Where, D: A given data partition A: Attribute

V: Suppose we were partition the tuples in D on some attribute A having v distinct values D is
split into v partition or subsets, (D1, D2..... Dj) , where Dj contains those tuples in D that have
outcome Ajof A.

Class P: buys _computer="yes”
Class N: buys_computer="no”

Entropy (D) = -9/14log (9/14)-5/15log (5/14) =0.940

Compute the expected information requirement for each attribute start with the attribute age Gain

(age, D) _
=) Entropy(Sv)

= Entropy (D) - Zi_'.'u:,v:,::'.":.."’::r.:'r.:'.'n.=—r:.'g|.=|:'.5|.=.1'!:|:,~.1'L 54 HHepyLav

= Entropy ( D) — 5/14Entropy(Syouth)-4/14Entropy(Smiddle-aged)-5/14Entropy(Ssenior)

= 0.940-0.694

=0.246

Similarly, for other attributes,
Gain (Income, D) =0.029

Gain (Student, D) = 0.151
Gain (credit_rating, D) = 0.048

Income Student Credit_rating Class
High No Fair No
High No Excellent No
Medium No Fair No
Low Yes Fair Yes
medium Yes excellent yes

Now, calculating information gain for subtable (age<=30)

| The attribute age has the highest information gain and therefore becomes the splitting
* attribute at the root node of the decision tree. Branches are grown for each outcome of
age. These tuples are shown partitioned accordingly.
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Income="high” S11=0, S12=2

I=0

Income="medium” S21=1 S22=1

I (S21,S23) =1

Income="low” S31=1 S32=0

=0

Entropy for income

E(income ) = (2/5)(0) + (2/5)(1) + (1/5)(0) = 0.4
Gain( income ) =0.971-0.4=0.571

Similarly, Gain(student)=0.971
Gain(credit)=0.0208
Gain( student) is highest ,

Age?
A e~
- \ =
> 0
//'/ \"\\
el Middle_aged _ :
Credit_rating
Student? \
N 5 / \\\\
P ‘\\ Yes Bt / e excellent
/ - \
/7 N \’e\ / -
s N, 7
W e - Yes
No
No Yes

A decision tree for the concept buys_computer, indicating whether a customer at All Electronics
is likely to purchase a computer. Each internal (non-leaf) node represents a test on an attribute.
Each leaf node represents a class ( either buys computer="yes” or buys _computer="no”.

first create a csv file for the above problem,the csv file for the above problem will look like the
rows and columns in the above figure. This file is written in excel sheet.
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Clipboard . Font

Al - S| age

A B C D E F
1 age income student credit_rat buys _computer
2 |<=30 high no fair na
3 «==30 high no excellent no
4 |31..40 high no fair yes
5 =40 medium no fair yes
6 =40 low yes fair yes
7 =40 low yes excellent no
g 31..40 low yes excellent yes
9 |==30 medium no fair no
10 |<=30 low yes fair yes
11 =40 medium  yes fair yes
12 |<=30 medium yes excellent yes
13 (31..40 medium no excellent yes
14 (31..40 high yes fair yes
15 =40 medium no excellent no
16

Procedure for running the rules in weka:

Step 1:
Open weka explorer and open the file and then select all the item sets. The figure gives a better

understanding of how to do that.

£ Weka Explorer

l Preprocess l Classify Cluster | Associate Select attributes Visualize

Current relation Selected attribute

Attributes: S Name: age

Sum of weights: 14

Relation: classifica
Instances: 14

L Open file_ . || openurRL.. || openDB.. | [ Generate... | L Edit._. J L Save... J
Filter
Choose %;lune 1 Apply (

Missing: O (0%)

Type: Nominal

Distinct: 3 Unique: 0 (0%)

Attributes | No. 7; 'Label TCount Tweight |
1 | 1 ==30 5 50 ‘
” - = 2 31...40 4 40
L All Jul None | Invert | | Pattern | 3 =40 s 50 |
|
|
| No. | | Name |
| class: buys_computer (nom) ¥) [ visuatize An_||

2 /] income

32 /] student

4 [/] credit_rating

5 ] buys_computer

)
@
8
g
0

lr e - - -
O
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Step2:
Now select the classify tab in the tool and click on start button and then we can see the result of
the problem as below

Choose [|J48-C 0.25-M 2

Test options Classifier output

() Use training set
Time taken to build model: 0.02 seconds
(_) Supplied test set

- — Stratified cross-validation ===
(® Cross-validation Folds 10

(U Percentage split

rrectly Classified Instances ¥ 50 £
L More options... ] Incorrectly Classified Instances 7 50 5
Kappa statistic -0.0426
= Mean absclute error 0.4167
(Nom) buys_computer j Root mean squared error 0.5984
Relative absolute error 87.5 3
Start 5 Root relative squared error 121.2987 $
e Total Number cf Instances 14
Result list (right-click for options)
=== Detailed Accuracy By Class ===
17:11:30 - trees .J48
TP Rate FP Rate Precision Recall F-Measure MCC ROC Area PRC Area Class
0.400 0.444 0.333 0.400 0.364 -0.043 0.633 0.457 no
0.556 0.600 0.625 0.556 0.588 -0.043 0.633 0.758 yes
Weighted Avg. 0.500 0.544 0.521 0.500 0.508 -0.043 0.633 0.650

=== Confusion Matrix ===

ab <-- classified as
23| a=no
45| b= yes

Status

OK
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Step3:

Check the main result which we got manually and the result in weka by right clicking on the
result and visualizing the tree.

The visualized tree in weka is as shown below:

25| Weka Classifier
Tree View

= ==30 = =40

qi—ip

—'y'ee —fEIII' = excellent

Conclusion:
The solution what we got manually and the weka both are same.

Exercise:

1. Apply decision tree algorithm to book a table in a hotel/ book a train ticket/ movie ticket.
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Experiment 8: Calculating information gain measures.

Information gain (IG) measures how much “information” a feature gives us about the class. —
Features that perfectly partition should give maximal information. — Unrelated features should give
no information. It measures the reduction in entropy. CfsSubsetEval aims to identify a subset of
attributes that are highly correlated with the target while not being strongly correlated with one
another. It searches through the space of possible attribute subsets for the “best” one using the
BestFirst search method by default, although other methods can be chosen. To use the wrapper
method rather than a filter method, such as CfsSubsetEval, first select WrapperSubsetEval and
then configure it by choosing a learning algorithm to apply and setting the number of cross-
validation folds to use when evaluating it on each attribute subset.

Steps:

= Open WEKA Tool.

» Click on WEKA Explorer.

= Click on Preprocessing tab button.

» Click on open file button.

» Select and Click on data option button.
» Choose a data set and open file.

= Click on select attribute tab and Choose attribute evaluator, search method algorithm

i P T |

&3 Weka Explorer

[ Preprocess I Classify I Cluster IA

o | Selectatiutes | vsualee |

Attribute Evaluator

| Choose |InfoGainAttributeEval

Search Method

| Choose | Ranker -T-1.7976931348623157E308 -N -1

Attribute Selection Mode

(® Use full training set
(U Cross-validation

-

‘ (Nom) class

| Start

Result list (right-click for options)

12:06:47 - BestFirst + CfsSubsetEval
12:07:06 - GreedyStepwise + CfsSubsetf
12:07:57 - Ranker + InfoGainAttributeEval

12:08:03 - Ranker + InfoGainAttributeEval

« R / y >
Status

OK

Attribute selection output

=== Run information ===

Evaluator: weka.attributeSelection.InfoGainAttributeEval
Search: weka.attributeSelection.Ranker -T -1.7976931348623157E308 -
Relation: iris
Instances: 10
Attributes: 5
sepallength
sepalwidth
petallength

petalwidth
class
Evaluation mode: evaluate on all training data

=== Attribute Selection on all input data ===

Search Method:
Attribute ranking.

Attribute Evaluator (supervised, Class (nominal): 5 class):
Information Gain Ranking Filter

I

7 Log ‘ﬂ\ x0

= Click on start button.
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& Weka Explorer

[ Preprocess‘TVa;sisi;yﬁrEI:srteTT Associate T Select attributes Iv;lga];zgl

T

Attribute Evaluator
| Choose |InfoGainAttributeEval
Search Method
Choose

Attribute Selection Mode

(@ Use full training set
() Cross-validation

«

| (Nom) ciass

Start

Result list (right-click for options)

12:06:47 - BestFirst + CfsSubsetEval
12:07:06 - GreedyStepwise + CfsSubsetd
12:07:57 - Ranker + InfoGainAttributeEval

12:08:03 - Ranker + InfoGainAttributeEval

<\ T >
Status

OK

Exercise

Ranker -T-1.7976931348623157E308 -N -1

Attribute selection output

petallength
petalwidth
class

Evaluation mode: evaluate on all training data

=== Attribute Selection on all input data =

Search Method:

Attribute ranking.

Attribute Evaluator
Information

(supervised, Class (nominal)
Gain Renking Filter

Ranked attributes:
0 4 petalwidth
0 3 petallength
0 2 sepalwidth
0 1 sepallength

Selected attributes: 4,3,2,1 : 4

T

5 class):

€

Log

w.xﬂ

Calculate the information gain on weather data set(for each attributes separately).
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Experiment 9: Classification of data using Bayesian approach

AIM: To apply naive bayes classifier on a given data set.

Description:
In machine learning, Naive Bayes classifiers are a family of simple probabilistic classifiers based
on applying Bayes™ Theorem with strong (naive) independence assumptions between the features

Example:
AGE INCOME STUDENT CREDIT_RATING BUYS COMPUTER
<30 High No Fair No
<30 High No Excellent No
31-40 High No Fair Yes
>40 Mediu m No Fair Yes
>40 Low Yes Fair Yes
>40 Low Yes Excellent No
31-40 Mediu m Yes Excellent Yes
<=30
Low No Fair No

<=30 Mediu m Yes Fair Yes
>40 Mediu m Yes Fair Yes
<30 Mediu m Yes Excellent Yes
31-40 Mediu m No Excellent Yes
31-40 High Yes Fair Yes
>40 Mediu m No Excellent No

CLASS:

Cl:buys com

puter = ‘yes’

C2:buys_com

puter="no’

DATA TO

BECLASSIFIED

X= (age<=30, income=Medium, Student=Yes, credit_rating=Fair)
¢ P(C1): P(buys_computer="yes”)= 9/14 =0.643
P (buys computer="no”) =5/14=0.357
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¢ Compute P(X/C1) and p(x/c2) weget:

P(age="<=30" |buys_computer="yes”)=2/9
P(age="<=30"|buys_computer="no”)=3/5
P(income="medium” | buys_computer="yes”)=4/9
P(income="medium” | buys_computer="no”)=2/5
P(student="yes”| buys_computer="yes”)=6/9
P(student="yes” |buys_computer="no0")=1/5=0.2
P(credit_rating="fair ”|buys_computer="yes”)=6/9
P(credit_rating="fair” |buys_computer="no0")=2/5

O NOoO G~ wdhE

e X=(age<=30, income=medium, student=yes,
credit_rating=fair) P(X/C1): P
(X/buys_computer="yes")=2/9*4/9*6/9*6/9=
32/1134
P(X/C2):P(X/buys_computer="no”)=3/5*2/5*1
/5*2/5=12/125

P(C1/X)=P(X/C1)*P(C1)

P(X/buys_computer="yes”)*P(buys_computer="yes”)=(32/1134)*(9/14)=0.019

P(C2/X)=p(x/c2)*p(c2)

P (X/buys_computer="no”)*P(buys_computer="no”)=(12/125)*(5/14)=0.007

Therefore, conclusion is that the given data belongs to C1 since P(C1/X)>P(C2/X)

Checking the result in the WEKA tool:

In order to check the result in the tool we need to follow a procedure.

Step:l
Create a csv file with the above table considered in the example. the arfffile

will look as shown below:
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File Edit Format Wi Help
Corelation store at

Coattribute age {voung, middle-aged, old}
Coattribute income {high,medium, low}
Coattribute student {ves, Nno}

Coattribute credit-rating {fair,excellent}
Coattribute buys-computer {ves. No}

Codata

wvoung, high,no , fair,no

wvoung, high,no,excellent,no
middle-aged. high,no ., fair,yves

old, medium,no,fair,ves

old ,low, yves fair,yves

old,low,yves excellent,Nno
middle-aged ., low,ves . excellent, ves
wvoung, medium,no,fair,no
wvoung,low, yves fair,yves

old, medium,yves fair,yves

wvoung, medium,yves  excellent, ves
middle-aged, medium,noexcellent, ves
middle-aged . high,yves fair,ves

old . medium ., no . excellent, Nno

Step2:

Now open weka explorer and then select all the attributes in the table.

%5@

Preprocess T Classify T Cluster T Associate T Select attributes T Visualize ]

| Openfile.. || OpenURL. || OpenDB.. || Generate.. | Undo L Edit... 1l Save... J
Filter
Choose |None Apply ‘
Current relation Selected attribute
Relation: classifica Atftributes: 5 Name: age Type: Nominal
Instances: 14 Sum of weights: 14 Missing: 0 (0%) Distinct: 3 Unique: 0 (0%)
Athuion [ No. | Label | count | weight |
——— [ 1 ==30 5 5.0 |
S 2 31..40 4 40 |
[ All | [ mome || invet || Patten | 3 =40 5 50 |
: - : |
| No. | | Name |
| ciass: buys_computer (Nom) v)| visuatize an ||
| 2 ] income
3 (] student

1 4 (] credit_rating

5
| 5 ] buys_computer
| 4
| - J -

Status

5

OK
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Step 3:
Select the classifier tab in the tool and choose baye“s folder and then naive baye®s classifier to
see the result as shown below.

Classifier output

=== rvalUdLlOll O LEeESL Sel ===

Time taken to test model on supplied test set: 0.01 seconds

Correctly Classified Instances a a %

Incorrectly Classified Instances 1 100 =

Kappa statistic a

Mean abksoclute error 0.7538

Root mean 3sguared error 0.7538

Relatiwve absolute error 120.6124 %

Root relatiwve sguared error 120.68124 %

Total Humber of Instances 1

=== Detailed Accuracy By Class ———
TP Rate FP Rate Precision Recall F-Measure MCC ROC Area FPRC Area Class
0.000 1.000 a.000 0.000 0.o000 0.000 2 2 wes
0.000 0.000 Q.000 0.000 0.o000 Q.000 2 1.000 no

Weighted Avg. 0.o00o0 o.ooo0 a.ooo0 0.000 o.oo00 a.o0o0 0.o0oo0 1.000

== Confusion Matrix ——

a b <—— classified as
00 | a= yes
10| b = no

Exercise

1. Classify data (lung cancer/ diabetes /liver disorder) using Bayesian approach .
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Signature of the Faculty
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Experiment 10: Implementation of K-means algorithm

DESCRIPTION:

K-means algorithm aims to partition n observations into “k clusters” in which each observation
belongs to the cluster with the nearest mean, serving as a prototype of the cluster. This results in

partitioning of the data into VVoronoi cells.

ILLUSTRATION:

As a simple illustration of a k-means algorithm, consider the following data set consisting of the

scores of two variables on each of the five variables.

[ X1 X2
A 1 1
B 1 0
C 0 2
D 2 4
E 3 5

This data set is to be grouped into two clusters: As a first step in finding a sensible partition, let
the A & C values of the two individuals furthest apart (using the Euclidean distance measure),

define the initial cluster means, giving:

Cluster Individual Mean Vector(Centroid)
Clusterl A 1,1
Cluster2 C 0,2)
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The remaining individuals are now examined in sequence and allocated to the cluster to which
they are closest, in terms of Euclidean distance to the cluster mean. The mean vector is recalculated
each time a new member is added. This leads to the following series of steps:

A C
A 0 1.4
B 1 2.5
C 1.4 0
D 3.2 2.82
E 4.5 4.2

Initial partitions have changed, and the two clusters at this stage having the following
characteristics.

Individual Mean vector( Centroid)
Cluster 1 AB (1,0.5)
Cluster 2 C,D.E 1.7,3.7)

But we cannot yet be sure that each individual has been assigned to the right cluster. So, we
compare each individual*s distance to its own cluster mean and to that of the opposite cluster. And,
we find:

| A C
A 0.5 2.7
B 0.5 3.7
Cc 1.8 2.4
D 3.6 0.5
E 4.9 1.9

The individuals C is now relocated to Cluster 1 due to its less mean distance with the centroid
points. Thus, its relocated to cluster 1 resulting in the new partition
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Individual Mean vector(Centroid)

Cluster 1 AB,C 0.7,1)

Cluster 2 D,E (2.5,4.5)

The iterative relocation would now continue from this new partition until no more relocation
occurs. However, in this example each individual is now nearer its own cluster mean than that of
the other cluster and the iteration stops, choosing the latest partitioning as the final cluster solution.
Also, it is possible that the k-means algorithm won®t find a final solution. Inthis case, it would be
a better idea to consider stopping the algorithm after a pre-chosen maximum number of iterations.

Checking the solution in weka:
In order to check the result in the tool we need to follow a procedure.

Step 1:
Create a csv file with the above table considered in the example. the csv file will look as shown
below:

e e

Clipboard Font
Al - | i
A B C D
1 i x1 X2
2 A 1 1
3 B 1 0
4 |C 1] 2
3 D 2 4
6 E 3 5
7
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Step 3:

Step 2:

Now open weka explorer and then select all the attributes in the table.

Filter
Choose |None Apply |
Current relation Selected attribute
Relation: menas Attributes: 3 Name: i Type: Nominal
Instances: 5 Sum of weights: 5 Missing: 0 (0%) Distinct: 5 Unigue: 5 (100%)
Attributes No. Label Count Weight
1 A i) 1.0 A
2! 7B 1 1.0
| All J | MNone || Invert || Pattern | 3 C 1 1.0
4 D 1 1.0 v
No. Name |
; Bl [vsiai
Class: x2 (Num ¥ || Visualize All
2 o x1 L (Num) I l
3 M x2
1 1 1 1 1
| " I I I l .
Status )
oK Log ‘ '@ x0

Select the cluster tab in the tool and choose normal k-means technique to see
the result as shown below.

Clusterer output

=== Run information ===

A
=
Scheme: weka.clusterers.SimpleEMeans -init 0 -max-candidates 100 -pericdic-pruning 10000 -min-density 2.0 -tl1 -1.25 -t2 -1.0 -N 2 -2 "
Relation: menas
Instances: 5
Attributes: 3
i
xl
x2
Test mode: evaluate on training data
=== Clustering model {full training set) =—
|
kMeana
Mumber of iterationa: 2
Within cluster sum of squared errors: 3.22962962962963
Initial starting points (random):
Cluster 0: D, 2,4
Cluster 1: B,1,0
Missing walues globally replaced with mean/mode b
v
<T J >
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Final cluster centroids:

Cluster#
Arttribute Full Data a 1
(5.0} (2.0} (3.0}
i A D B
x1 1.4 2.5 0.66867
x2 2.4 4.5 1
Time taken to build model (full training data) : 0 seconds

=== Model and evaluation on training set ===

Clustered Instances

[}
s
[}

|_'|
[FEI ]
)
o
[}

Exercise

1. Implement of K-means clustering using crime dataset.
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Case Study

Create Placement.arff file to identify the students who are eligible for placements using KNN
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